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EVALUAT iON

For the  past few years , RADC has concontrated its activiti cs on critical

problem areas within t he  field o f analytical photogrammetry . In order to

maintain the technology ba se w h i c h  has s ucc e s s f u l l y p rov ided  solutions to the

abov e, a continual reexamination of the state—of—the—art is essential. Under

a modest level of effort , DBA Systems Inc . has developed a snapshot of current

capabilities and has provided a roadmap of deve lopmenta l  activity. Related

t echnology  of i n t e re s t  to  the  mapp ing community such  a~; t h e Global positioning

system , improved inertial navigation systems and others have also been drawn

upon for improving current triangulation procedures . Recommendations offered

by the contractor are being seriously entertained for pursuit under RADC ’s

exploratory research program and in consonance with TPO 2.

(
~ /~i~- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

/ JOHN R. CALLANDER
Pro jec t  Enginee r

v
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1.0 INTRODUCTION

The object ive of this  study is to i d e n t i f y  new

techniques in analytical photograrmetry which offer significant

improvements in target loca tion accuracy and/or dr astical ly  reduce

data reduction time for lar-te data cases. In order to satisfy

these broad objectives , DBA has reviewed. the current analytical

triangulation procedures in use by the US1’F, DM1~. and other

Governmental and Commercial orøanizations. The results of this

review are presented in Section 2 in the form of a basic analytical

triangulation model directed at the use of Aerial Photograohy.

Once the current procedures were broadly defined,

DBA proceeded to anal yze each step to determine the major short-

falls and attempts to constructively identify alternative tech-

niques to alleviate these shortfalls. The results of this analysis

are presented in Section 3.

Sections 2 and 3 provide back ground and the basic

organiza t ional  framework for  Section 4 which discusses in detai l

the a l ternat ive  techniques .  Some of the techniques described in

Section 4 are very detai led , whereas others are only conceptual

and would require more in-depth stud~ before  their  u l t ima te

u t i l i t y  can be evaluated.

The conclusions and recommendations resultinq from

this study are presented in Section 5.

The primary shortfall which is identified in

Section 3 relates to the inability of most aerotriangulation

programs to adequately account for systematic errors in the

observations. Specific examples of these errors are film defor-

—1—
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nation , camera calib ration parameters , and most imnortantlv ,

systematic errors in ,iuxil. iarv observations such as GPS position-

ing, inertial survey data and ‘ recise attitude sensor data etc.

There are a number of alternative techniques ava i lable for mode linc~

these systematic errors. These alternative techni ques are discussed

in Section 4 of this report. Some of these techniques create

comoutational problems in that new alqorithnis are rcauired to

efficiently solve the least squares problem . OF particular

interest is an efficient algorithm to solve banded-bordered norma l

equations which have large highly patterned borders.

Other shortfalls which are considered , relate primarily

to increasing the overall throughout of the entire point oositiofliflq

proces s, not simolv reducing the data reduction time . Included in

this area are techniques for identifying available coverage of an

ar ea , automatic and semi-automatic editinq schemes , and automatic

data reordering algorithms .

Another broad area which is considered in this report

is the incorporation of object space constraints in a meneral

photograminetric reduction . This discussion is not limited to t he

norma l distance , azimuth and equal elevation constraints (althouq!i

they are discussed) , but includes a cieneral techni que for includinci

geometric type constraints with specific reference to diqita l data

collection schemes.

Naturally all items discussed do not receive e o u a l lv

detailed development , howeve r , sufficient information is presented

such that the q en er a l  approach can be understood for a l l  areas.

In some caoes detailed mathem atical develonnients are presented ,

- _______



whereas , in others only a conceptual analysis is rresen t~~~.

Those areas discussed in concentual terms fall into two broad

cateciories. They are either standard technicues which have

been documented elsewhere and not imp lemented in an aerotrianqu—

lation reduction , or , the concept is very new and there wer~

insufficient resources to develop the details completely for

presentation at this time .
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2.0 CURRENT ANALYTICAL AEROTP.IANGULATION

For the purpose of th is  report , we w i l l  d e f i n e  those

techniques for precisely determining the position of targets

i den t i f i ed  on aer ia l  photographs as an Analy t i c a l  Aero t r i ar iqu la t ion

System . Fi gure 2.0—1 diagrammatically illustrates this system

and identifies ten major processes of the system. These ten

orocesses can f u r t h e r  be broken into a number of steps , each of

which can be accomp lished in a var ie ty  of ways .  The techniques

emoloyed during any one step often have a direct influence on

the techniques to be emoloyed during other steps or subseauent

processes.

The interelationship between the processes , steps

and techniciues of this system operates in both directions. It

is obvious that  a l t e rna t ives  selected at each step/process can

de f ine  or l imit  the a l te rna t ives  available for subsequent steps/

processes. Experience has dictated that, althou-gh not as obvious

and frequently overlooked , the alternatives selected for sub-

sequent processes may also inf luence selection of alternatives

for prior processes. That is to say, a prior knowledge of the

constraints on a final product may define the methods by wh ich

the product is attained . This is particularly true for economical

and t imely s a t i s f ac t ion  of requi rements  in t a rge t  location.

As a basic example of th i s  reverse r e l a t i o n s h i p ,

let us assume that accuracy specifications for point locations

have been de f ined .  In order to meet these sp e c i f i c a t i o n s  one

must consider the block ad ju s tmen t  t echn ique  to be emp loyed as

well  as the scale of the photography r e q u i r e d  to accommodate

—4—
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that particular technique . In referring to Figure 2.0-1 , we

see tha t  the block ad ju s tmen t  process f a l l s  l a t e  in the  sy stem

flow , however , the ad ju s tmen t  parameters , a long w i t h  scale ,

must be known during the coverage planning process such that

adequate photography wi l l suppor t the ad jus tment.

The follow ing subsec tions present brief descriptions

of each process of comprising the Analytical Aerotrianoulation

System.

2.1 Area Selection

In most instances the selection of an area for tarqct

location is based on military or political decisions and not on

photogrammetric factors. It is the science of ohotogramxnetry

which supports target  area select ion and not target  area se lec t ion

that supports photogranunetry .

Photogrammetric factors do , however , play a very

important  role in area select ion if one is p l a n n i n g  to ca l ib ra te

or evaluate a photogramrnetric system or technique . In this

circumstance , cer ta in  parameters  must  be de f ined  and c o n d i t i o n s

sa t i s f i ed .  For ca libra tion , such parameters may corlsist of

adequate ground control and the qeometry of the q round  control.

For eva lua t ion , in addition to ground control , one must consider

various a l t i tudes, t e r ra in  e leva t ions, slopes and auxiliary data

acquisi t ion . Such cons idera t ions, in a d d i t i o n  to o thers , a re

discussed in de ta i l  in a previous  report  (DBA , 197 4 ) .

The Area Select ion process is not an a ly z e d  in this

report and is presented merely as a logical introduction to the

total  A e r o t r i a n q u l a t i o n  System.

— 0 —
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2.2 Material Availability

Upon selection of an area of interest , one mu st

determine what support mate rial is ava ilable and must analyze

the suitabili ty of any such material . Currently,ma teria l

availability is de termined through incomplete f i l es of oas t

flights and the experience and kriowledc’e of personnel assiqned

to make this determination . Analys is  is ba sed on scale , coveraqe ,

clarity (re solu tion ), amount of cloud cover , completen ess of

coverage (“Hol ida y” areas), etc. The majority of this orocess

• is dependent on human j udgement and r e l i a b i l i t y.

2.3 Coverage Planning

Should the materia l availability process prove

that coverage is inadequate , the process of coverage planning

is initiated. The following factors must be considered during

this  step :

1. Scale of photography

2. Ground reso lu t ion

3. Photo Sensor type and availability

4. Control availability

5. A u x i l i a r y  data col lect ion system tvoe and
a v a i l a b i l i t y

6. Climatic considerations

7. Time considerations

Accuracy requirements for taroet location freauentlv dictate

the scale of the photographv , and to some e x t e n t  t he  r e s o l u t i o n

s p e c i f i c a t i o n s .  The p l a n n i n g  of m i s s i o n s  mus t  i n c l u d e  an a n a l y s i s

of what types of sensors are available for acciuirinq the data.

Included in the sensor availability must be considerations for

L ~~~. _ _ _  •~~~~~~ ~~~~ ~ •• . -~~--.---•~~ •~ • •~~~~~~~ • •  • —~~~~ .-_ ~~~~~-~~— .--- ~~~~~~~~—•-• .• -- ~~~~~. .



the log ist ics of us ing  them.  The sensor a v a i l a b i l i t y  process is

often limited to a single sensor , as it may be the only sensor

which can collect the required data over the specific area. This

def aul t decision then leads to the development of techniques

for exploitation of a specific sensor.

Also included in this evaluation must be a consider—

ation for  the av a i l a b i l ity of a da ta redu ct ion oro gram which can

accommodate this sensor and obtain the required accuracy . Add-

itional  thought must he g iven to the cal ibra tion of the sensor

and/or its calibratability during the coverage planning process.

Another area which must be considered during this

planning process is the availability of auxiliary exposure Station

data. As with sensor availability , consideration must be given

to the ability to exploit this data once it has been gathered.

The ava i l ab le  ground control  must  also be considered

in plann ing the acquisition of photographic coveraqe . This

considerat ion must  include the type , accuracy and distribution

of such control.

• Climatic considerations are o~ primary co nce rn in

planning photograohic missions. Although , there is no contro l

over th i s, the mission can be scheduled for the most promising

time periods and to accommodate reasonable continqencies.

Al thoug h li sted las t , probabl y the most important

factor in planning coverage missions is the time factor (i.e.

when is the requirement to be satisfied). This can have a

direct  bea r ing  on the sensor used , on the  c o n t r o l  used and

other factors.

— 8 —



As can be seen from this brief review of the coverage

planninq process , the tc~chni ques available and the planners ’

understandinq of them have a direct effect on the decisions made

and an indirect influence on all subsequent processes.

2.4 Acquisition

Material acquisition pertains to t h e  reuui red ~~he tII Ic ra oh y

as well as to the auxiliar y data and oround cent rd . For t he l u r  ore

of this report , film processinci, will be i n c l u d e d .  An m i t  ia l

review of the coverage is nerforried to determ ine u t i l i t y  of the

• film for the soecified uroject . During this i-roress , all decisions

made clurinq coveraqe planning are combined into .i sin ole system .

This timely combination of eouipment , personnel and t ec hn i oues

may be dictated by weather conditions.

2.5 Point Selection, Identification and fdlensuration

Once the photoqraphic imagery is avail able , the  next

• step in the photograminetric tarqetinq problem is t he  s e l e c ti o n ,

identification and mensuration of the control i-)oints , nass points

and target points.

The ground control must be positively identified on

the photog :aph. Typ i c a l l y  t h i s  is a manual operation which

requires the opera tor to ste reo scopically view a pair of over-

• lapping photographs and either measure the point stereosc’op i c.ill y

or mark the imaqery for subsequent measurement .

An alternative used occasionally is the siqn al i ca ti oti

• of the ground control . Some experiments have also been per formed

w i t h  s i g n a l i z e d  pass points (i.e. non—control points) . I n

— 9 —
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general , this is i P l I r a c t  l ea  I d ue  t ~ the tim e reauirernents

and : naccessib iii ty of the • i  rca.

2.6 Data Preprocessinq

Before a least squares adjustment can be initiated ,

the data must be suitably transformed , generated , edited and

arranged so that efficient algorithms can he utilized for the

• least squares process. The specific techniques and models

utilized in this ‘hase must , of necessity , be matched to the

adjustment algorithm. For this reason , computational routines

for data preprocessing are frequently appended to the “front

end” of the least squares adjustment proqram . However , for

economic reasons , data preprocessinq aluorithos are just as

often small programs which are executed independent of the

adjustment. (It is often more easy to orocoss a number of small

computer runs through : a central computer facility than a long

run and it is easier to edit data and rerun a small program than

a large one)

In order to fully understand the data preprocessing

phase of an Aerotrianqulatiori one must first understand t h e

data , the ma theina t i cal mode 1 and the least squares

al gorithm implemented in thp form of a block adjustment program.

• There are fou r  bas ic  s t en s  requi  red in the  nreprocessirg

ph as e of an adjustment. These are :

1 . Data transformation ,

2 . Gene rat ion of in i t i a 1 apjirox i mat ions ,

3. Ia ta ed it m ci , and

4. Data m r r a n c lem en t

— 1 0 —
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The data transformation stem) converts the observations

and associated weight matr ices to a r fcrI ’micI ’ .c v s t e o  con-

sistent with the mathematical model ut ili sel l h” the block adjust-

ment.

Tile generation of initial approximations for all

parameters (unknowns) is required because in general the photo—

grammetric observation equations are non—linear with respect to

the parameters and must be iterative ly solved usinq a linearized

set of equations. The basic equations are linearized about some

arbitrary initial aooroximations. Corrections to the initi al

approximations are computed and applied to these arbitrary v.ilu~’s

and the solution respectively performed until the corrections

become sufficiently small. Obviously , the closer the values of

these arbitrary initial approximations are to the true value the

fewer the number of iterations will he required. The problem as

far as data preprocessing is concerned , then , is one of obtaining

the “best” set of initial values as possible for all parameters .

The obvious solution is to set the initial value ectual to the

observed value wherever possible , however , for some classes of

parameters it is more difficult to come up with observations than

it is to simp ly “guess” at initial values . Initial anproxima tions

for still other classes of parameters can be easil y computed based

upon the use of approximate mathematic al models.

The detection and elimination of aberrant observat ions

(data editing) is performed during this portion of aerotr ianq u lat ion

to minimize the run time (and rerun time ) for the act oa I block

adjustment program. This data editing is frequent lv tp lnl 1l I’ re Ii by

-I l-
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the quality of the initial approximation and the fact that some

initial approximations are actually derived from the observations.

The last step in data preprocessing is the arrangement

and storage of all the data in a format and on a media s u i t a bl e

for efficient solution of the adjustment . To f u l l y  comprehend

this step one must be intimately familiar not only with the

mathematical model and the least squares process , but also the

specific implementation algorithms included in the comput ational

reduction. For discussion herein it is assumed that one is

familiar with the least squares solution and the soecific nature

of norma l equations amid the manner in which they can be reduced to t

banded structure (Gyer et.al , 1969) . The problem of arranciinq

the data becomes one of logically ordering the photographs in

a block to minimize the size of the bandwith associated w i t h

this reduced set of norma l equations.
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2 Reo r d e r i ng

An an i i  vt  i cal i ’  ~~~~ r I a n l i u l  it  ion is based on the

solution of a •vs t ~ ‘i’i of linearized norm al e l l u a t l o n s , the formation

of  whi cli will be Ii reussed late r i n  this renort . The p a r a me t e r s

t o  be so lved  a re  usual lv i t e r a ti v e  c o r r e c t i o n s  or adjustments to

o r i e n t  a t  ion n a r a m e ter s  of t he  i n d i v i d u a l  p h o t o g r a ph s .  In  q e ner a l

t h e  coo f fi ci e n t  m n a t r  i x  ~or t h i s  sy st  em is d i ag o n a l  lv  h a n d e d  and

synuuet rica 1 . The e 1 i ’I i e  i t  a l ong  t l ie  ma i n d i ag o n a l  a m e  c o e f f i c i e n t s

of the  c o r r ec t i o n s  t o  the orient at ion parameters a m i d  t h e  off diagonal

e l e m e n t s  rep r I SCi) t eer ie  I a t  i o n s  he t ween the pa r am e t  i r s

I t  h is been f o u n d  t h a t  t h e  speed and  efficiency with

wh i ch t h e s e  n o rma  I ee 11 . 1 t ions can hr- so lved  i s cii i e c t  I v r e l a t e d  to

t h e  b a n d w i d t h  of t i m e  c o e f f i ci e n t  matrix ; the b a n d w i d t h  b e i n g  the

c i t  h e m i -~~t d i r t  ,IPCI ’ of a correlat ion e l e men t  fr om  t h e  m a i n  ~l i a ~i o i i a 1

When  t h e  or ient a t  i o n  pa rame t e is a m e  g r o wl e d  by i n d i v i d u a l  ph o t o ,

as t 1ev u s u a l ly are , the c or r e  l at  ion elements furthest f r o m  t h e

i i i  a q o m l a  1 r e p r e s e n t  co ire lat  ions be tween  na ram e  t ers of di f f e r e n t

p h ot  os . This c o r r e l a t i o n  is a consequence of the photos having

niaql ‘J a l o l I l i l on  011 oct  oo lilt . In order to miii imi ze t h e  b an d w i d t h

.11111 max imi :’e t lie speed of the solution , it is desirable to arranoe

i i -  i a r a m n e t  ers in the mat i-ix so that those for hicihl y c or r e l a t e d

p h i o t  o~-~ (h av i ng  common image  P o i n t s )  a re  as c lose  t o g e t h e r  as

F o s S  ib l e .  ‘I’he m mi i t ial a r r a n g e m e n t  of t h e  p a r am e t e r s  is based on

~I l r I - — l - r t , t l l 1  i n c - u orderi mici or m i u m b e r i n ~ of t h e  p h o t o n .  I f  t h i s

does not  p r o v i d e  t h e  sma 1 lest. poss i hi e b a n d w i d t h  , some rearranqinq

ot m I - o r d e m ing  is  dos i m a I l  t o .

The i n  it i a 1 o r d e r  i nq of t he  c lh o  to s i s n o r m a l Ly

-1 3—



o~~t ab l i sh e d  b~- a sequential ohoto n u r ’ i l e r i n g  s c i i en i1  i n t r o d u i ’ c1

during mensurat ion. The scheme used is usual l v  clI ’Vl s u u l ~o r c o i i —

\‘enience in memisur at ion and  is not a l w ay s  t h e  o l t  im iu ni  f o r  t h e

solution. The most conirpon scheme is down St i~ n ohoto  n u mb er i  no

in which the photos in  each strip are numbered consecut i ve l y in

the same d i r ec t i o n  amid the numberinq sequence is continued from

omw s t r i p to  t he  next.

Down str oi numbering has mroven to be optimum o n ly

for v e ry  r e l u l i r  rectangular blocks in which the number of photos

per  s t r i p  ( f l )  and  th e number  of stri p(s) are related U ~~-2s—l

For shorter broader b locks  in which p— 2s—l , reorderinq into a

cross strip n u m b e r i m i q  scheme is desirable. When more  comp lex

correlatiom -is are  i n t r o d u c e d  throuqh cross-strips or other

irregularities , reordering by more i n t r i c a t e  t e c h n i q u e s  is

reuiuired.

Most commercial and Government block adjustment oroqrams

require an intuitive assessment of the best numbering scheme and

manual orderim iui or reorderinq of the input data. Some automation

and sophistication has been i n t r o d u c e d  in  a Few i n s t an c e s .  S~\PGO

(Nong & Elphinqstone , t972) has incorporated an  ~ jtomati c cross—

strip numbering capabilit y . In order to accommodate some in ch —

ularities between strips , cross—strip numbering is accomplished

by setting up a series of equally spaced parallel lines p er —

pendic imla r to the flight line of t h e  first strip. The par allel

lines are spaced accord i ng to the average base length of the first

strip and are used as numbering zones. All of the e x p o s u r e  s ta t  i o n s

that fall with i n  a zone are numbered i n  ~m seu iu c n t  ia 1 manner. An

• ‘-~~~~~~~~~~~~~~~~~ ——
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i -ye  ii more  u n i v e r s a l  t c c h ni  quo has been i lice ri 01 I t 11 in  + pr o c  r •

COMBAT (Brown , l~~74 ) . This t e c h n i que i n a l v z r t h o~ f — d i i - r i a l

c o r re l a t i o n  e l e m e n t s  in  t h e  a c t ua l  c o e f f i c i e n t  m a t  n y  . In

m i n i m i z i ng  t he  b a n d w i d t h , t h e  lo n c e st  rer s i n  t l i  • m a t  r i x  ir e

moved to the  c e n t e r  of the  m a t r ix  a n d  t h ~ s h o r t  - n t  r l .-;s t o  t H

edge.  The a l q o r i t h m  c h e c k s  s u b se o u i i t  ic- n to  SI i t  t } —  s h o u l d

be i n t e r c han g e d .  An t n t e r c ha i i~i i  Wi 11 t t h e  e i icc  ( l i l y  i f i t  w i l l

mov e a l o ng e r  row closer to t he  c er t e i  of  t n a t  i x .  n i t  h

m a t r i x  of v a r i a b l e  b a n d w i d t h  t h e  F i n a l  r n r H - t~~~l p a t  r i x  c ou l d

emerqe a p p e a r i n g  in a d i a m o n d  f o r m . by i l ( P C  shoWs t b - i t  t h i s

te c h n i q u e  c o n s i s t e n t ly p roduces  t lie m u  n 1~- uii ’  l i f l lW~~t t t  11

scheme.

— 1 5 - - 
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2 . 7 Block Adjustments

Thor are 6our  h i ~ i c categories of Analvt ical

•~~e r i l t r i 1n q u l i t  l !i  as ru -i )  r e s e n t e d  i n  T a b le  2.7—1. The f i r s t

c l a s S  is  i nt l - p h i l - Il t o  c - nComi)ass  a~ 1 me thods  t h a t  i -n t a i  1 p i e c e —

v i  se (as  opposed t o S I i-u I t  a n e o u s  I c rocesses  of a d j u s t m e n t  . I t

i n e l u 1~-s m o st  met  boi ls  For  h~oil f ut  a t  i o n a l  c o n n e c t i o n  of independ-

en t  l v  (‘St • lllirfl Il molils (i.e., senu — a m a l y t i c a l  m e t h o d s )  as we l l

is m e t h od s  i n v o l y i i i u i  n u m e r i c a l  r e l a t i v e  o r i e n t a t i o n  ( i . e . ,

c a m i t  i I ye r i nq ‘ ) of s u c c e s s i v e  pho tos  w i th i n  e ach  s t r i p  f o l l o w e d

l v  r ecen e  i I i at i o n  of d i s c r e m - m n c i e s  w i t h i n  amid  be tween  s t r ip s  l iv

variou s polvn~ m ii a1 transformations.

M e t h o d s  of Cl as s  2 involve t h e  assembly  of in d e p e n d e n t ly

c-i t ibl i shed models by means of t he s i m u l t a n e o u s, l e a s t  s cu ar i -s

d e t e r m i n a t i o m i  of the p a r t i c u l a r  sets of s i m i l a r i ty  t r a n s f o r m a t i o n s

h i t  l i s t  interconnect overlapping models w h i l e  a t  t i- ic same t i m e

p r o v id i n g  t h e  bes t  overall accorwiodation of t he  block as a whole

t o  a v a i l ab l e c o n t r o l .  (A similarity transformation performs traps—

1st ions , rotations and a change of s c a l e . )  A g e n e r a l  a c c o u n t  of

such methods  is g iven by A ck er p c in n  ( 1 9 7 2 )  . A lt h o u o h  techm iicali

c l a s s  j f  i a h le as s e m i — a n a l y t i c a l  methods (by  v~~r t uc  of t h e  i n s t r u -

m e nt a t i o n  f o r m a t i o n  of i n d i v i d i u a l  m o d e l s ) ,  t he~- d i f f e r  f rom t he

s e m i — m i l v t i c a l  me thods  of C l a s s  1 in a s i qn i  ~ i can t  way , n a n i e lv

in  t he  s i m u l t a n e i t y  of the  r ec o v e ry  of a l l  i n t e r c o n n e c t  i n c  t r a p s —

f o r m a t  i o n s .  Because of t h i s , t h e  m e t h o d s  of C las s  2 have pr o v e n

o be dec i d e d ly  more e f f e c t  ive t h a n  t hose  of P 1 m m  1 and acu ’ o m d  m c m l v

m e r i t  a s ip i r a t e  c l a s s i f i ca t i o n .

I n t he  U n i t e d  St item t h e  ex p r e s s i o n  ‘ s i m u l t a n e o us

— 16—
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C l A S SI  V I c  A9 I ) . oF N I : I l f O l i S  OF P/.T YTICAL AEROTRlJl N~~U I A I 1 ON

* -
ClAS S p t I’::~ c- EXAMS IF S OP CO~- I I ’ I  TI -~P PP((P’O’4

1 Stri - • : .c i  cl iv  ‘: ~:RC Sy s t e m  ( N a t  i o n a l  Pi - s u ’ar ch  Cou n ci l ,
• C e c i ~ee t  ye P o l v —  Canada) IISC&GS Three  P h o t o  Relative

• n o m i al  P r a l ~ s t u l r — Orientation
‘ m a t i o n s  I

2 S iniul t - ii i 1 - ’ i i ~ u Ad us I 
• 

A~~BLOCK (V a n d  den I f a u t )
- m o n t  of l i i i - ’p ’c d e nt  P 2 ’ l — M  Series (Ackermann , e t_ . al.

Models li\- Sim i i~~r- Stuttgart University )
i ty  T ran s ~~o r m a t —
iom s

3 B u m i d l e  A d j u s t m e n t  B S O P - B i O CK  (D B A/ R A D C ’ AC I C )
I USCi~P-S Block Aerotrianqu lation ~hOS )

I-’t SAT ( P TL rpç’g p g y )
SU RD AT ( D P 4  /R i\ )C - ‘AC I C )
CO BAT (PiMI )

4 B u n d l e  A d j u st m e n t  STEREO ( D B A )
with Self—Calihra— SM AC ([)V3A ’FT’Lt
t i o n  COyiiAT II (DPI\ )

• - BAP (Bauer & N i il l e r, Hannove r ,W . C . )
Generalized ~llSAT (I’utom atic )
STERE O w i t h  Geometric Constraints CODA)

* This listing is not intended to be all—in clusive .
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b l o c k  a e r o t r i n ao u l , m t i o n :  is cor inlon l y used to d l - s j , n a t l  t ic-

me thods  of C lass  3; l urope ans  t i -n d  to 1avor t hu  ru r I - c o n c is e

e x p r e s s  ion ‘b u n d l e  a d j u s t m e n t  t h a t  is used i i i  T a b l e  1.

of C l i ss  3 exe rc i se  t h e  u tm o s t  d ’ q r e e  of m a t h e m a t i c a l  ar i d  st a t i  s—

n eal  r i g o r .  T h i s  i nvo lves  the  s i m u l t a n e o u s  lea s t  s h f n a r u - r  t r i a n q u —

l a t i o n of a l l  b u n d l e s  of r ays  f rom a l l  r -xn o s u r e  s t a t i o n s  to a l l

mea su red poi nt s coup led w i t h  the  s i m u l tan e o u s  ic compt i sh r ’cn t  o t

the  resect ion of a l l  p a r t i c i p a t i no  photos  and a d j u s tm en t  of t h u

g round s u r v ey .

rho methods  of C l a s s  3 are based on t h e  corniron a s s ump t i o n

tha t measured  f i l m  coord m a t ’s have been adeeua te  IV c o r r ect e d  fo r

a l l  sionificant sources of systematic error and thus are contaminated

onl y by random e r r o r .  Those of C l a s s  4 r u -coo n iz e -  t h a t  t h i s  is n o t

neces s a r i ly t h e  case in or a c t  i c e ;  unr-solv~-d sy s t e m a t i c  r ’rr Ors  i n

f i lm coord i n a t e s  o f t e n  ass um e appreciable s i g n i f i c 1 m n u u ’ an d mus t  i c -

iccorl1 -d due c o n s i d e r a t i o n  i f  o p t i m u m  r e s u l t s  are  to he p roduced .

This can be accomplished in considerable m e a s u re  by a p rocess  where-

in additional parameters consisting of coefficients of appropriate

error models are recovered within t h e  bundle adjustment itself.

Such recovery constitutes a process of sd f-cal i h r , i t  ion and  hence

ic designation b u n d l e  a d j u s t m e n t  w i t h  s e l f — u ’ m l  ib r a t  ion ” . Thi s

l a s t  c it a g o r y  of p r o g r am s  is of p a r t  i c ul a r  i mp o r t a n c e  ~•: i t  h r c - q , i i d

t o  i m p r o v i n g  the - i c  c c l r I c \ -  of oo in t p o s i t  i o n i f l , 1  - Two ii r ci ,~rams i ’ t

s f I I - c tf i c  i n t e r e s t  arc ti n - flc ’m il r ,iliic (l M t ’ C A ’ T ’  (p11 
~~~ 

e t . i l  19 7 i ) a n d

t i l l  p r ) c r , in l  STERE O w i t h  C h o p - I  n c  ~~oti~~ t r a i n t s  ( bO A , l 1 7 t )  .

pro~~r i m u  conta in provls iOns for con str il ni p, O l h i l e t  SP i c e  p o i n t s

t o  lie on n p e c i f i c  q.~0miI ’ t  i i  surf,icc-s s u c h  is i - l a n e s , c i  r cu l  cir

— I i —  
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I n il i i  t o n  ‘ I  t In - cc - c -ne ra  I c a t  -e or  i c ’ s  , ‘ - i i  1

i ’ r o u f r  (ru  h i v e  i o n 1- -v - I ’ ’ ~l f o r  l u n a r  o r b i  t e n  and  A ;oI lo

P i m o t o q r a n i ~v v i i  ch L n u ’, c i c h I i , l t  - - o rb i  i i  c o n s t r a i n t s  to fo rce  i l l

e x p o s u r e  S t at i o n s  to l i 1 - a l i n c l  in ar c  defined by s i x  c o n t i n u o us

orbital eli ’il ’Il t s . ‘lb ‘op o r b  i t ci v ar am et e rs  replaco t he  three

exposure station position p a r ~Ir 1 t - i c  a s s o c iat e d  w i t h  each n l v ’t

a r aph  and add s i x  n a r a n c ’t  e m  nor s I, r i p .  These cdi i i t ionai n,in ,I—

mete r s  ar e  p laced i ~ t P b o r d e r  o~ t h e  no rm al  i ’ c u, i t  i o n  (5- -

Sect ion 4 .  F f o r  a d ’ t  1i led cieve l op m e n t  of the  lia n cle d—l-o riii - red

• norma l egu at  i o n s ) .

DBA Sv st e m i ;  ha s  a l so  &-“elop ed two o r u l i r l i n i s  f o r

p e r f o r m i n g  an a l v t  led t n  a nc u l at i o n s  w i t h  p a n o r a m i c - p h I l t  I c e r a~~- ! l v .

The f i r s t  p r o g r a m  fo r  Rome A i r  D e v e l oo m e n t  ( ‘e n t e r  (! i ’10C ) i n c l ud ’d

e r r o r  models  f o r  the  K C — 5 6 P  r o t a t l n l c  - c n i s m  c a n s - r i

and the  second For t h e  Ap i  1 1o Opt  i ca l  b a r  P a n o r am i c  l ’ ( f 1 ( l i

( DBA , 1 9 7 0) .  These n r o c r ap ~c v o t e  i ’ y o c - r l i - i c -l t a l  in n a t u r - ’ a n d

no t u sed in conventional tn iano u lat i on.

— i s - -
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2.8 Coordinate Determination

As indicated in the orev ious  s e c t i o n  t h e  ( m i - i  I ’  (( T ie-

coordinates ~re a function of three basic c 1’ c se c  of r I~’I r a m c t c ’ ’ ’- :

Exterior orientation , Systematic deformation param etc -mn - m d

Object Point. Typically the interior orientation pac’ m n r +-t ci’s a l l

calibrated prior to a block adjustment and 1’ire considered as

known . The primary purpose of the block adjustment proqr- ’r is

to derive the exterior orientation parameters and thom - ol c j c -e t

ocints carried in the block adjustment.

There are frecuently many points not c a r r i e d  t o  ti - ic

block adjustment for which object coordinates are clesinc ’ c l . rh-’s~

coordinates are determined based on the intersection of ~a’:c

f r o m  two or more photociraphic  images of the sa n e  p oint. ‘IF1 ’

same basic colinearitv ecuations are used f o r  t h i s  Pr o ce s S  c ’ycc ’pt

that the adjustment is only in terms of t h e  o b jec t  eoer’i I n i t  ‘5

CX . ,Y. , Z . )

It should also be noted that the  d o n iv e l p o s i t  i o ns

are in a r e c t a n g u l a r  coord ina te  system , t h e r e f o re , d m n i i ~c t h e

l a s t  phase of the p o i n t  p o s i t i o n i n g  svsten’ t hese  c o o r d in a t e s

arc- converted to the des i red  sy s t em (UT M , LSR , V SR , Gi’o~;ra i i c ,

etc.).

2 . 9  Data Base Concept

The concept of a p h o t oc tr am m e t r i c  p o i n t  ) c o s l t  i o l i i m i c m

data base is illustrated in Fiqure 2.0— 1 , a s s u m i n c i  t im e r i - i t - - i i t l

availability question is answered with a “em (In S e t  i’ti ~~ 2.

tl’irouqh 2.8 it was assumed the  answer was no) . I ~ I h -  i l - i t  I’ i i i

iva i i able and if it has been rirevious l v  id j or I c i  j t i S Oil

i i e e s s s 1 iry  to measure points 0mm th~ ph o t o c m t , t i c h s  a n s i  c i  tot “-  I

— 2(1—
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coordinate determination to derive object space position .

2 . 1 0  Summary

The precedi ng discussion of the various aerc_trian

g u l a t i o n  processes are not meant to be all inclusive , bu t only

to serve as an in t roduc t ion  to the ensu ing  ana lys i s .  Section 3 . 0

(Shortfall Analysis) provides a brief discussion of those areas

of each process which DBA believes may need improvement. Section

4.0 (Discussion of Alternatives) describes a number of alternative

techniques which will potentially overcome the shortfalls identified

in Section 3.0. Lastly , Section 5.0 (Conclusions and Recommendations)

discussed conclusions derived from the preceding sections and

suggests a systematic approach for their imolementation .

— 21—
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3.0 SUORTFALL AN1\LYS1S

The previous section outlined the current state—o r-

the—art in anal\’tical aerotrianqulation. T h i s  s e c t i o n  pr e s e n t s

a critical review of this system and identifies areas where

improvements cat-i be made in terms of (a) Accuracy, (b) Time ,

(c) Manua l Labor involved and (d) Skill Leve l recm ui,red. Each

of the items discussed in the previous section will be ammalyzed

for potential improvement in light of currently ava il ,il-l e

technolog ies.

3.1 Material Availability

Current available material determinations are d i r e c t ly

related to an individuals familiarity with past activities in an

area. The amount of material , as ~-~oll as quality may be directly

related to the pas t  a c t i v i t i e s  of only one orcmanization in an

area and may not consider material available from other sources.

Requirements may dictate the amount of time available for material

research and consequently limit the magnitude of the material

search.

The basic shortfall in dete rn t in inc i  n m , m t u - r i a l  ~v c i l ub i 1 i t v

is the current inability to present to any user at any time all o f

the data pertaining to a snecific area , in  ,i t i m e ly  m a n n e r .

1 .2 Coycna9e  P l a n m i i n a

Coverage p l a n n i n g  , as c u r r e n t  lv enip i ovc ’d , is II - i t t - r a i l  v

a m a n u a l  p rocess .  As w i t h  most m a n u a l  c oe r a t  ions , it is a t e d i c n m s

and t ime c o n s u m i ng  e f f o r t .  C o n s i d e r a t i o n  m u s t  III ’ give n t o  s u c h

m an o me t e r s  as sea le - i f  t he  f 1 na 1 nrejoct , C — f a c t o r  of t h e  con -n i  l m t  ion

instrument , t c ’  of acquis i t  i on  mem os -cr and p l a t  fo rm , si  cc ’ amid shape 
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of t h e  area of i n t e re s t , e t c .  The t i m e  consumed durin g this

process  d r as t i c a l l y r i - d i n - - i-i r esponse t i m e  of t h e  I et a  1 Ac ’r o —

t r i a n q u l a t  ion Sy s t e m .

3 .3  M a t e r i a l  A c o u i s m t i o n

‘rhe ~ rocess of m a t e r i a l  i c ’iu i s i t  ion  i s  d i rec t  lv

r e l a t e d  to the t ype  of s e n s o r  used , i n c o r p o r a t e d  w i t h  t h e  t vie’

of p la t  form a va i l a b l e  am - i d , as ~~ (-v o u sl v  m e nt  i o n c ’d , t h e  process  i m u ;

of such ma te r i a l  . A - m a  i n  t h e  m ’ocess is  t i mne c on s up i  i i i  l i t  i c ’ l  i t  ‘ ‘ I i

to the  t e c h n o l o g i e s  of e c iu in r ’ I - n t  end su ’c n o rt  ma t e r i a  Is rather

t hami  b e i n g  an a n a l v t  i~’a I m r o b i c - r ’ . As s i t i - I l , DP- -~ has no lil t 15 11 1

to de l ve f i m r t  h e r  i n t o  t i m  i s pr o c e s s .

3.4 lm a c - P o i n t  S i - I c - ct  i on , !u lentific ,ition and ‘~lc ’n su r ,it ion

Duninq this proCess , a t i r oc t im i d e n t  i ~ i e c t  f i r o l l h T 1 l

p h o t o q ra n hi e  i t i t~- r ~~r c ’t a t  ion t c - , - h n i eu e s , this S t u i 1  15 n e r” , i l  ) i

performed manual lv  by s i c ’c i s l  I v  t r a i n e d  nh o t  ointernret ‘mc.

Additionall y , ,i t amest may be se l~ -et  011 a n d  i l l -n t if m e d  on ccl ’

tl-pe of photography am d m u s t  he t r i n s f - ’r red  VI’ ry ’ ’r ’c  i iii ’ i v  op t  ()

a photographic image forma t from which me isureniem its i -l m l b -  ni,ict - .

The point transfer and memm sum,i t ion stem -cs i m u ’ ‘~o n m v i m  1 ly p,
~~

- to mc c c i i

m a n u a l  ly w i t h  the  a i d  of ‘i ‘ct ro—ont i cal  m e a s c m  n i  mug - - ‘iii I pmen I

The t o ta l  p rocess i s  e x t  r I - r i - i c -  t tame cu m n s u n i i n n  is  a r e su l t  01

the  n i a m m u i l  e f f e c i ’t  5 m ’ c ’cp i  m r o i l

--2 3-- 
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3.5 Data  Preprocessing

There are three basic areas where steps can he taken

in the data preprocess ing  which  w i l l  m i n im i z e  the  computer  run

time for subsequent block adjustments. These areas are :

1. Computation of initial aporoximations ,

2. Data editing, and

3. Data arranqement.

Obviously if initial values of the narameters to

be adjusted are close to the true values fewer iterations of the

least squares process wil be required (hence less run tim e).

The deviation of initial approximations for some parameters

(such as exposure station positions) can he very tedious and is

often a guess at best. To rectify this oroblem , techniiiue s for

computationallv denivinq initial aporoximations related to  s p e c ia l

ty pes of photography have been implemented on computer assisted

stereocomparators . However , these techniques have not been d j l iI l i O .

to aerial photography nor to monoscopic instrumentation or as a

step in the preprocessing for manual comparators.

The second area data editing , has been onl y super-

~ i cia !  ly ,ic1dic ’~~sc’d for a e r i a l  p l i o t  o q r m l c h v . As with del t ’rm I n i t  i on

of initial v , i l  I t s - n , te c h n i q ue s  ~o r  t)re— iCljflStIlieti t da t a edit i no i iavc -

been i m p l c - nic - n t  ccl  on a , - o i ” r c t i t c -r  a s s is t  i l  St c - r ’oco i n ic u t e r . ‘flieop-

t - ’e t i m m i q u e s cool  d be muod i fiod an g  m n 1 ’lement i ’d on celc i i c li tt -r ,mm sisted

monoscopic c o mp ar a t  1 1 1 ( 1  or i n  ~i ~~ m ’ ~~~m ’1l ~ c ’ i -~~i I nq p m o g r a m .

The l is t l i i i w h i c h  is m n s t i f f i c j c - i i t 1 -  c - x i c l c c t , ’ c i  i n  

~~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~
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the data preprocessing step is time rearrangement of the data for

efficient formation and solution of the normal equations. This

step in most cases is currently performed manuall y. This St ep

is slow and tedious and frequently overlooked , resulting in

excessively long run times for jobs which could be performed

much more efficiently. This is narticularlv true with non-

parallel fli ght lines and ~hotoaraohy of widely varying scale.

In analyzing the automatic reordering techniques

currently employed (Glaser , 1971) , it is clear that they each

suffer from one or more of the followinq limitations:

1. they are not comoletelv universal in that they
reciuire a certain deqree of recmulanitv in the
block and cannot efficientl y accommodate photos
of qreatly varyinq scales or in randomly oriented
cross—strios;

2. they are not comoletely automatic in that they
require human intervention to perform a manual
reordering of the input data or to assess the
cmnrovement or ontimization achieved;

3. they employ algorithms that do not provide , either
manually or automatically, an optimum minimization;

4. they are desioned only for the more common
systems of banded normal equations and cannot
accommodate the more complex banded- bordered
systems .

3.6 Block Adjustments

Current analytical adjustment techniques require

improvements to facilitate computations in three broad areas.

The f i r s t  area is the excessive computer run time generated with

current  al gor i thms due to ine f ~~ie ien t  data h a n d l i n g  a lgo r i t h m s

or imp r o per  exploit ation of existing alctorithms. ~ n e t h e r

major contributing factor is the incomplete d a t , t  or e p r o c e s sin u m

( S e c t i o n 3 . 5 ) . — 2 5 —
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The second major shortfall of current aerotri anctulation

block adjustment is that current formulations provide for limited

accuracy . They do not ad e q u a t e l y  model sy s tem a t i c  e r r o r s  nor

do they consider all t h e  a u x i l i a r y  in f orm a ti o n  tha t is available.

The third major drawback is the  hi gh skill level

required to perform a block adjustment. This is because of t h e

complexity of the algorithms employed .

Each of the  s p e c i f i c  p rog rams  de sc r ibed  i n  S e c t i o n  2 . 7

have limitations on the number of photographs , number and tvoe of

error models constraints etc. This class of limitation is

dependent upon the specific algorithms imr-ilemented in the comc-iuta—

tional equations. Specific techniques used by i-’mdivi dual programs

will be discussed in Section 4.0 as general methods which could

be implemented in other programs to increase their capability .

— — —3.7 Coordinate Determination

The speed and accuracy with which point coordinatu -s

may be determined is directly related to the speed and accuracy

of the Block Adjustment and Triangulation Process. The limiting

factor for this process is the turnaround time for Data Reduction

at a specific facility. Most often, such factors as criorities

and management enter into this crocess . The discussion of such

f ac to r s  is beyond the  scope of t h i s  repor t .

3 . 8  Summary

The p recec l i ng paraqraPhs ident if i od soec if 1 c a rca s

in the Analytical Aerotr i anqu lat ion System wh i cti r ‘ c l i i i  F l -

invest  i gat ion for  i m p r o v em e n t  . Shor t  frm l l s  have  been i d en t  if i t ’ d

resu l ti ng from : i n e f f i c i e n t  d a t , i  h a n d l  m i ,  t i nc i - u c m i s u m m n c i  r i - du c t  t I l l )

—26 --
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models , and required manua l  processes.  Some of these s h o r t f a l l s

have been i d e n t i f i e d  as being beyond the scome of t h i s  report or

cu r r en t ly  under  i n v e s t i g a t i o n  th rough  other  RADC efforts and will

not be discussed further. However , severa l problem areas have

been i d e n t i f i e d  as be ing  worthy of d i s c u s s i o n ;  M a t e r i a l  A v a i l a b i l i t y,

Coverage P l a n n i n g ,  Da ta  P reprocess ing ,  and Block A d j u s t m e n t .  D e t a i l e d

discussions for each of these areas relatina to alternative techniques

are addressed in Section 4 of this report.

2 7 —



4.0 DISCUSSION OF ALTERNATIVES

Section 3.0 identifies those processes in the Aero-

triangulation System which can be improved through the use of

state-of-the—art computation technology and advanced algorithms.

The specific areas of interest include : !~aterial Availability,

Coverage Planning, Auxiliary Sen sors , Ground Control Data , Data

Preprocessing , and Block Adjustment. Alternative approaches

and techniques for each of these are presented in the following

subsections.

4.1 rlaterial Availability

The use of modern mini—computers combined with state-

o f - t h e - a r t  data  base technology can be aonlied to the problem

of accessing the available material pertinent to an area. This

approach would be an operator interactive system which would

allow the user to intero gate a data base con ta in ing  in format ion

r e l a t i n g  to the coverage a v a i l a b l e  over an area. This data base

would include algorithms which specif y the status and quality of

this coverage . The system would consist of a series of CRT

stations communicating with a master data base facility.

Such a system has been implemented by the USGS and

is currently operational. This system provides the user with a

listing which identifies the type of imaoery , quality, per c en t  of

cloud cover data , first frame center , scale , altitude , and limits

of coveraqe . This system is located at the EROS Data Center in

Sioux Falls , South Dakota. This m a st e r  data center is accessed

by remote terminals at several USGS sites.

This system as currently cormf iqure d will net meet

-25-- 
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the requirements for RADC or DflA , however , it is a base for

development of a system tailored to specific Air Force require-

ments.

4.2 Coverage Planning

The manual process of Coverage Planning can be improved

by use of a qraphics display interactive terminal. Such a system

could display a map of the area to be photoaraphed. The operator

could then indicate to the computer  the approximate location of

control along with the characteristics of the sensor. The

computer would then disolay a fli ght profile including a ground

footprint for the planned mission. The system would then perform

a simulated block adjustment and disp lay the theoretical error

contours to be generated by such a flicmht plan. The user would

then adjust his coverage parameters , control soecification or

auxiliary data requirements to optimize the coverage so that

maximum u t i l i z a t i o n  of the photoqraphv could be o b t a i n e d  w i t h

m i n i m a l  expense .

The envisioned system could then oroduce a hard copy

of the flight plan for use by the aircraft n av i c at o r  in a c q u i r i pq

the photographs.

Another use of this system would be to assist strike

mission planners in develoming flight paths between two points

by including such things as terrain avoidance algorithms . For

these advanced app lications , a di g it al data base of the a rea

would be required.

_ _ _ _ _ _ _ _ _



4. 3 Auxi I i am v  Semusors ( I n b o a r d  A i r c m a  f t

There or , - number  of au x i l i a ry  sensors w h i c h  a r e

e i t h e r  L - u m r e n ~ l v  available- or w ill be a v a i l a b l e  imu t Ic’ i l c ’ar

f u t u r e .  These semisors have the ca p a bi  it’.’ of or ov i d i  nq an e x t e r na l

s o u r c e  of  a i r c ra f t  p o s i t i o n  a n d/ o r  a t t i t u d e  w h i c h  c o u l d  hi ’ used

as a s up p l em e nt  to t 1 1 ’ pho t cc; r - i p h i c  s y s t  c;’c . Those  ~-iuxi 1 iarv

sensors nrovi2u - I we c~~ c t  -nti a l t ’, ’nc ’Fi t s  f o r  ,Ic ’mc ’t rianuu l ,~ tiom .

The f i r s t  is  an i n c m u -ase  i n ~i C c u r a c ’v and t h e  second is a set of

con s i  s t e n t  initial appr oximatiomis to the exterior o r i u - n t a t  i on

;‘ - i r a r m e t e r s .  The a b i l i t \ -  to  have  a c o n s i s t e n t  set of  i n i t i a l

a n l l m o x i m at  ions is valuable in ti-cat nreadjustrll ’nt ed.i tin ’ - of

d a t a  is more  r e li a b l e  and t he  r iumher  o~ i t e ra t i  oil s of ’ l i - c ’ l e a s t

squa ‘- cc a I ps r I t hos cool P a l so  be r ed u ced

I t  should be n o t e d  t h at  many  of these auxi 1 i , i r v

sensors  p r o v i d u - c o n s i s t e n t  bu t  cy s t  coat  i cally biased data. Tb -  cc

s ys te r e at i c  bases  can , i n  some cases be modeLed so th i t useful infor-

ma t i o n  c a n  be i p i i i u e d  f r o m  the  s e n s o r s .

The Statoscope and Airborne Profile Recorder a r c -

e xam pl e s  of such  au x il i ~-c r ’- s ensors  .~~h, .’ i nd i ca t i o ns  o~ aPi - i -e l  u t e  a l t  i t  ud e

and ab so lu t ~ - c han g e  in  altitude are oF i n s u f f i c i e n t  a c c u racy  t o

improve the t c cu r a c v  of t he  o v e r a l l  t r i a m u q u l ~i t i o n  due t o  sy s t e m —

at  ic b ia ses  i n  the system. In qu ’nu ’r i l  , t h e  d i  f l u ’r , ’nce b e twe e n

p h o t o qr a m m et r i c a l l v  d e r i v e d  exposure  s t a t  i o m s a n d  S t a t e s c op 1 -

a l t i t u d e  observat ions have a systematic set of r e s i d u a l s  w h i c h

can I ’ i - i S  ~ ly  he mode 11’d in t lie i i i  ock ii i  u st  m e n t  . These  mci  r amet  ( ‘ I ’ S

woo id be i n c l u de i l  i n  t he h o r d e  m of t h e  norma 1 equ,i t I Oil S as t ti~~v

would be comln orm to a hi rgc set ( i t  p he l  015 r , t t c h s  (S~’ct i om -l . i -  . 3
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p r e sen t s  a , l ct  , i  i l c d  d i scu s s i on  O t b ’  l ” ’ ~~- i - ’r  i t - i S~ - c t  i o n  -
~ . 1 . 1

o u t  L i  no ~ t h e  o t ’s em v , i  t i om - i  1 c,1 i - i i t  t O i l S  ‘ I I  - t i - c  - F i t  ‘ - - P 1 t h1 ’ use  o~

S t , i t o s co ;cc  L \ ; c l ’ d a t  , i )

The cc ’ : ’n d  t \ ‘ e ’ 0 ’ S t - f l S’ ’! i S  1”  h i  1 ’ f l  ) i ’~~i 0 5 l i , i  ‘a

P o s i t i o n i  rc ~~ S\ - s t , ’ 1 - ’ ( SP S )  . T h i s  c v s t e i ” , , i , i- ~~i t  c O i i  i’, 0 0 ) 1 ’ 1 1 5 ( 1 l ’ , ’ - I ,

uses s i m i - l t in ~ - ous  r a i l u i t s  o l ’i - ;er ’ :i - t  i~ n :  u ’ ( ’  ‘OF i - i - i t ’ l l  i ‘ es t o  , c l f l i - ; , d i t t’

p o s i t i o ni l  d a t a  i t  , i ;uv  in s t i n t  i n  t i c ’ , . ‘
~~“ c ’ t c  t m -  I — ’  l i - t v  f o u r

sat  ~- 1 l i t e i ;  ~ n t h e  ; ‘r o ’’ose- l  10$ cc~~c c ~~~’ , r l ~~~ l i  d u c t )  l~~~ h I l l - 0’ f r om  t i \ ’ c ’

to ‘ ‘ -c - I vu- ci 1 1 Ic- c-i s i b  Ic .i t a nc t i mc ’ . The cii m i en  t , I~ -sian qoa 1

f o r  p o s i t i o n  i m m q  w i t h  t h u ~ CI ’S i u i q h  d’ n a r ’i c s  s vc t  c i - ”  U l ’ (  ‘‘,~- i ,l’~7-l )

Y - ’r i i i , ’ t i t a l  8 ‘lc ’t ~~’i

\‘c ’i-tica l 10 “c te r s  ‘5

Vu ’ I cci  t v  0 .  1 K n o t s  PE

There  ar t -  t h ree  ~ lt  c’ ~ n~~ t ic e  t 001111 1 , I U c ’S l \ ’ ,h i  lablu’ ~c

u i - l u’ of t h i s  d a t a .  The f i r s t  l~~ the i’t ste f o r c e  , 1;c : ’r o , ic l l  o f

I n n  c~ h i - i -  the observed i i  i ’ c r i ~~t i-~~~It i on  a t  I i - c t i O c ’ of t i le

e xe o su m , ’ a l o n, ;  w i t h  t h e  ii - - u m , i ~-’: e s t im at e i - 1  i nl i lc i l t cii a b o v e . In

most cases  of in t c r , ’ i-~t , ,I,ita v i t h  t h i s  l ” ~~ 1 ac~’Ul1 ,l ~ ’\’ i - i l l  , l , l c I

V O l ’  l i t  I I I ’ t c -c t h c ’ over ,i l 1 a ccu r a c y  of t h e  P l o , ’k l c1~~~i l S t f l i u’ l l t  .

l !OW’SVc ’t , is initia l i i ’ :’i , ’xi’ - 1a~~ionc , this l a t , i  is , i l c o ut  t h t o , - to

- n o  i mes  r i - cr , ’ ac - i - l i l t  e t h a n  1 - h i t  c ur i ~~’ i - i - t  lv uc , ’d fo r  c t - c - l i ;  I

I r u t l i o n i  i t  i o n .  ‘ ‘h  I S  h i - i - 1 cc ’~~ t a ion,’ i- -cu 2 he ben t ’ i, - ua I ¶ r i - i -  t i - c

p I l l d  U O t t l l i ’t i - t  , l a t , i e l  i t  i n , t  amid p~~5~~i b l e  med i c t  i on  sf  l l h ’ nu ’ - ’h , ’i

of  i t - m i t  i on s  i c ’, t i i i r ’ , l .  ‘i’ I l l s  t i - , - c ! i - n : - u u r  w i l l  Vi ’ O i - u l ’ c ’ lii ’ - P i  in , ’--

I , ’ e~~i c t  i fl ul r i a n - - i - i  i t  t om ‘u o g i - ii” s a t  t i e r  t h a n  , , c  ii ’ l\ l l , I l i l - ;  ~I

l - o h b r c l i n , I t - I i c i n c t u c  i t  i o t t  s i c - n i n  t i c ’ d a t a  ‘i c - c - c m  1, ’ .

‘ t h e  second  l ’ l c  h fo r  us i n ’  C~ Ic e s  i t  j ‘nil , l a t  a u s

- 31—

- - --— - -  - - -

,

_ -
~~~~~

_ -
~~~~~~~~~~~~

- - - - - - - -  -~~~~~~~~~~
--

~~~~~~~- ‘-  -
~~~~~~~ 

- -



_  
~~~~~~~~~~~~~~~~~~~~~ - - ~~- - - ~~~~~~~~~~~~~~~~~~~~~~~~~

through error modeling. The errors identified above will not be

independent between exposure stations. That is , there will he

systematic biases between the (‘.PS derived positions and the

pho toq rammet r i ca llv  der ived positions. A large portion of this

error can be attributed to the ephemeris errors and the geometry

of the specific satellite constellation being obsr’rvr’,” by the

(“,PS receiver unit. This aives rise to the error model a nn r o a ch

for using the GPS derived position as a part of the nhotnlura~~metric

reduction. This error model technique employs the d e v el o u n- i- c n t

of a mathematical model which describes the difft-rc-nce b , -t ’-jeon

the GPS positions and the photoqramnetricallv do riv l-d i ; ‘ccc ition.

This ercor model would contain a few earameters whi l - t , 1 - ohild be

common to a l a rge  subset of ph o t o g r a p h s .  These r a t  0 p ’ t t F r ~

would then be added to the border of the overall lea,i- ’ c i i - u i r c ’ s

adjustment. A mathematical model for this is discus s-i in

Section 4.6.1.3.

A third alternative technione actual lc- “ociris the

con t inuous  mot ion  of the a i r c r a f t  in  soace u s i n a  a s i - l i n e  t e c h n i ’iu e .

The (3PS receiver can he modi fied to o u tn u t  m o s i t i o na l  d a t a  a t

a very high frelluency. For purposes of t h i s  d i s c u s s i o n, li -i-SOOt ’

that C’,PS is capable of providinq t-lata at a rate of thirt y times

per second. This data would be used to d e te r m i n e  t h e  aircraft ’ s

position in suace with the ohotocirammetric data ‘ ‘ I i i - ; c o n s t m a i n e d

to lie along this ‘I ’m i ved function w i ’ h  - i i c p m o i r i a t u -  i t ’ ’ r

model  t e m s  tc mode l t h e  i - i - vs  t nm,if ic P iscremcincv i c ’ t w i ’ ,

p h o t o q r - mm m e t r i c  and (IPS p o s i t i o n s .  The a c t ua l  r lr ’llc -l  f o r  t h i s

s y st e m  is discussed in S c n ’ i  ion h~~.2.5.
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Another source of external data is an onboard attitude

and attitude rate sensor. This data can be used much as was done

with the (IPS data discussed above . Since this data can be used

by the sane basic techniques as the (IPS data (i.e. direct inout ,

error modeling or functional models) , no attemot has been made in

this report to explicitly discuss external attitude data. Howeve r ,

one should bear in mind that the techniques discussed for the (3PS

data can be app lied to externally derived attitude data.

4.4 Ground  Control Data

The norma l type of Ground Con t ro l  Data  used fo r  block

adjustment is the position of photoidentifiable objects. This

control data can be in a variety of coordinate systems and derived

from a number of sources. Conven t iona l  g round  su rvey ino  is the

most common source. However , in recent years , satellite doppler

surveying has become an extremely attractive method for determining

precise qround posit .ans particularly when one considers thati- this

system derives points relative to the reference elli psoid ,not the

Geoid as is the case in norma l surveying. This oermits one to

easily develop a function relatina the local Geoid to tic- refer&nce

elli psoid in the area of interest. This is accomplished by

observing a few of the conventional surveyed noints with dopp ler

tracking devices such as JMR or GEOCIEVER and by emp irically

modeling the differences between the derived coordim-tates.

In addition to the three dir’u-nsio n.il absolute control ,

there are other types of information which could he exploit ed ~n

a block adjustment to increase ti-ce accuracy without expensiv’

surveyinq. Thl ’sl- are : (1) relative positionim ia constraints ,
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(2) i; ~u ’r t  i a l  sumy~-v d i t i  m l  ( 1 )  - “ c t r i o  c - o n s $  r a i n ’s . I’ ll -h o ’

t h es e  i t e m s  a r c - d i - u ni~ i - i - ,’d li - ri , - ’ l v  i n  the follow j~i i st’ct ions.

• -i . 1 l i -c I i - m t  i ic ’ i’ OS i I 1 on m u m  u ’ ‘ii ;; I ma I n t s

j u t - i c  i t , - a n u rt h o t of ) ; , I i - j r c , - : i -  of  c o c i t r O l i n f o ro t i c r

4 c - i - h i - l ;  hac ’, - b een  c l a ss i t  i c - c l  as rc ’ l a t i \ - ’, ’ ci csit i o n i n c i  constr~~i n ts ,

~- u r  01 is’h i eh mu ’ l i s t , ’ I i - i  ( c \ , ’

1 . l , 0 u ’,i 1 Sum i’d c

2 .  Di i- i - f , ii - o • - 11 , 1 1  -

3 .  ,‘c i - i t - i - - st i i  or A n g l o  Da l i-i

~1 . 1 1 1 ( 1 1 I~~r t i ffe ml -n f i a l  5 1 i -v a t io n  11 , m t , m

1 ,c’c ,iI survey d a t  a consists o ’ poi u t  coord 1 i l , m t  u i--i- W i l l  oh

ha ve I ’ u ’u ’fl d et - , ’rt i -i f i l ed v, ’rc’ prec  i s e l”  by local  sur v ey  hu t  h , i v u ’ not

been t i e d  i nt o  an a b s o l u te  dot  u r n .  ‘ia ny  such loc .m 1 so Fi’c ’i- S ( lb , i-

bui- ‘lvii i ha ble  within t he  , i r ’ , i  ~-cc - c r c c I  l i i  t i uc  ad~~u st ; -I e i l t  . ‘ t h e - i- - i-i-

S ur v ey s  are lo cal l y - o u r ;  i s t c ’n t  , bu t  a r . ’ 111 , 1s t -P rc- l a t  iv ’ ’ t o  t ’ , i c }i

u t h u ’r and  I , ,  a u i l , m o t  , - r  d o t  u p .  ‘I’hesc’ b i a s e s  can  icc ’ , i , ’cccu i -u i ’o i t , i t  oP

Pr ’ tic - i n c o rp o r a ti o n  of d a tum - i l  s h i f t  :i a r ; lmt tu - rs  i n  t h c - i c o r u l c ’! of

the i - l o c k  m u l i l l O t  1l1c~ d . PLODS ( t t i a p  1~ Ho-_ Iqe 1972) is Iii - - om i l y

progr mi t , t o  our  k n o w l h ’I I ’ I I ’  w h i c h  c i m r u c ’n t  l’i- ’ I l lS  ~ t’OV l5lOili -i- f t ’t ’

- i - c o u n r i i o c i a t  ~~~~ hc  i-c’ ‘i-l i turn sh i I t s

‘i’ h~ )( ‘d ’ I l i S I  l v i , -  0 1  cotlt m e l  i n  I o r rn , i t  c c i ;  w h u  c ’h is

a V , m i l , i i ’ I c - is t iud ’  c m - , ’ , - i c ’ I y  n i - I - , l s u r - - , - I1  d i s t a n ~’ - b t ’ t w t - u ’n u s , ’  i - , ’ i i ; t  5 ,

t hIt ’ lo,- ,i t i ()uiS of which t i- i - m i - i t -  u n k n o w n .  T h i s  t \ ’ m ) t ’ 0 c h i l i c , i i u l , !

b ’  co l l ect c , .l i c y  ; u i - - ; i i l , i  5, ’ c n l i oi” , - t u ’ r  t \ - ’~~c c ’ dis t iin cc m e a s u u ,  t m - n t s

- 1 , - m u ss l , m r gt - l , i k -s or I - h  W ’ i ’ T l  i l b l n l l i - t , m i n  I , c r - ~~ i n  m t - h o l e  ro t s .

PLODS and  SAPC~O have  i c r o v i s  ions I c ’  i ’ , ’, b t i i u i - , c c t , t  c - t l i s t once  ,‘c ’n ; i - t  I I I  t i - b

t ’ c 1ui r’, ;; t h i t  l i i i  h i c c i f l t  S i - I -  ‘1 - I  ~~t t i ,~~l o  ‘ c h i t ‘-0 - -I i .

— ~1-1 -
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restriction is not in DTOn O sin t h t distance constraint is

carried in th t ’ bo r d e r .  - , - - o io n 4.6.7.1 dt’scrihos the mathemati cs

for the r i i - ; o r c ;u ’-i- inclusion of distance cons t rb int s in the horder

of a convention al block adju’-;t n c- nt.

The a z i m u t h  of a l i n e  is a n o t h e r  source of r e l a t i v e

control which has heretofore not been properly cxnloited in

analytical aerotriangulations. As with distance constraints

both PLODS and SAPGO have the a b i l i t y  to h a n d l e  a z i m u t h  c o n s t r a i n t s .

SAPGO is limited in the single ohoto constraint whereas PLODS

utilizes the border for azimuth constraints. The mathematics

for adding the azimuth constraints to an aerotriangulat ion

reduction is presented in Section 4.6.2.2

The equal and/or differential elevation constraint ;;

are also available in SAPGO and PLODS . DRA has also included

this capability in our proprietary block adjustment-COMBAT-Il.

This constraint is generated by the, fact, that frequently points

are known to have equal elevations , however , the value of t h a t

elevation is unknown . An example of this t v u i c ’  of information

is the points alonq the shorel ine  o~ a l a k e .  The method by which

this data has been included in PLODS and COMBAT-TI is described

in Section 4.6.2.3 of this report.

4.4.2 Inertial Survey  Data

W ithin the past two years , fli’\,’ ‘i-n - i - ~~ ‘tround si- u n - - - :

system have au ;un ’ , m m t -S on I I ;c ~ ma mket ‘rh -sc -i t -  t Ii, - inert ia 1 stu m i -~i - i n ci

¶ systems such as the Position and Azimuth lit-I ,- r r cinat ion Svst ems ( I ’ ,T ;55)

and t h e  L i t  ton A u t c i s u m r v e v o r .  T hese si -s t  t ’ii-i- S u t  1 1 i so ,iccc - L ’ i i t  i on

observat ions Per i ved from thre - i - r I 11 0 gb-Il -u 1 ,p~’ r 1 ’ ; i - h ’o;’t ’s . ‘I’u i- e st ’

--
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acce le ra t ions  are nummerically integrated with respect to time

by an onboard computer to produce ve loc i ty  and to orov ide

position data. This integration is performed every sevonteen

m i l l isecond s.

The norma l operation of the inertial survey ing unit

is to derive standard  poin t posi tion ing information. This type

of objec t poi nt da ta can he di rect ly entered into an analytical

triangulation as a control point. The accuracy of this data would

be marginal in that the following are the system specifications

for the (PADS) (ETL,1975)

Horizontal 20 Meters CEP

Vertical 10 Meters PE

Azimuth 1 Mil RMS

However, accuracies of 1 meter horizontal CEP and .5 meters Vertical

(PE) have been demonstrated with the Litton Autosurvevor by (3regarson

in CANADA (r,regarson, 1975) . This , however , is after adjustments

have been made to known control with a systematic error distribution

func tion app lied. The basic model used by (3reqarson is of the

fo l lowing form :

- — \ t = MX + BA~ t + E- ’- - : + D

AL — AX = A ’;- + B,-\~t + E ’ i -  + D

where F ,L are the true latitude and longitude

~ ,“ are the measured latitude and longitu de

A— is the align m ent error

B— is the drift in alignme nt

E— scale error of quantizer

D— error accumu lator

t— time relativ e to start of t i - - , ln v m ’ t - s e
— it,— 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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The Oregarson parameters (A , B , i~ , D)  cou ld  e a s i ly  l’e included in

tue analytic al model for a -ro t rianaulat ion.

Another anuroaclu to including imi ei - t i al  s u r v ey i n g

o b s e r v a t i o n s  d i r e c t ly  i n  an a e r o t r ia n o u l  it ion is through the use

of on autoregressive procedure . This t e c h m l i que has  been i n c l u d e d

in DBA ’ s Dopp ler Survey reduction program and c-i-i s documented by

Brown and Trotter in 1969 . However , tlue us’ of the autoreoressivc’

mode l in aerotrianqulation has not been fully exp lo item 1 . ‘l’he

general conceot for its implement -ition is tcrt -s,’nted in Section 4.6.4.

Another attract ive m e t h o d  f o r  e xp i  o i  t i t i - u  t h e  c a p a b i l i t y

of the inertial s u r vey  sy s t e m  is i n  ccin ~~u n , ’t i on  w i t h  the  g e o m e t r i c

c o n s t r a i n t s  d i scussed  in t h e  m i e x t  sect  ion

4.4.3 Geometric Constraints

In the past , analytical a e m o t  r i a nouu lat i on has used

only specific oh j u -ct points as t h e  b a s i c  m e f ~ - r i -n c e . Tha t i s , tt ie

same o b j e c t i v e  p o i n t  is measured on m u l t i m i l o  u i -h o t o a n a p h s .  I n  r e c e n t

ye - i rs prog rams  have  been d e ve i ov e d  which; i n c o rn o r a t e  some speci f i c

relationships b e t we en p o i n t s  such  as dist ,im ; , - t - , azimuth and equal

elevation constraints as discussed in Sec t ion  4 . 4 . 1 .

Greve et i-il in 197 1- describes a program c a l l e d  t h e

- - t O  -
- 

i-
•, ,

~~
‘ , -‘ -

~~ 
- ,‘ - , - s - ,- i-

’ c’ -- , ‘ i- i- “ . This program

was des iqned  to h a n d l e  a h a r q e  numbe r of non—metric t yj’e ri-hot cgr a ~’h i c

vtews of t h e  sane qem ieral oi ’~~ ’ct . This uroqrami’ includes algorithm s

tor constr ,iin Iinq specified st-I i - i - o f  o b j e c t  u o i n t s  to  li e on one em

more  aeomet r  i i ’ su r fac e s .  The t i - t i lt of  s u r t , m -es which this m i m o u m a m

can ac c o m m o d at - - - i r e :

• co—c i rcu I i  m no ju its

- 17-
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• c o — s u i h i e r  ic , i l ‘o i n t

• co—cylindri cal points

• c o - l i n e a r  p o i n t s

• p o i n t s  l y i ng  on parallel l in es

• coplci ruer points

• points on two planes

• points at eqUal intervals on a line

P r o p e r ly  exp l o i t e d  geometr ic  c o n s t r a i m i t s  ma he of

tremendous practical utility in t he  an a l ” t i c a l  r o d u c t  i o n  of

d i g i t a l  p h o t ogr a p h s .  Th i s  can be demons t rat ed  Icy -i s i r - t ie hvpo-

th e t ica l example. Assume we have two a e r i a l  nh otoc; r-it ’iis of a mc> i , i .

This  road is known to be stnaioht. Then a l l  n o i n t s  measu red  ,i l ’ : i- i -

this road should he constrained to line on ,i s t r a i , t b ;t l i n e in oh~ ect

space . Assume further that the ‘doe of the road i s  d i c t i  t i i i ’d on

each ph o t o q rap h  u u d ei ien den t l y .  Th i s  imp l ies  t i - t a t  t h e  p o i n t  s

on one photograph have no direct corresnondence to noints measuu c- cl

on the  o t h e r  p h o t o g r a p h .  In  other words all points measured on

each photogn aoh mus t  be considered f rom a c la s s i ca l  v i e wp o i n t  as

single riv points. In classical aerotriangulation the on l y single

ray points which contribute to the solution a r e  c o n t r o l  p o i n t s .

It is highly desirable to develoo algorithms whereby these t w o

sets of single ray points could be constrained to lie alo n e 1 s t u a u m h t

line in  object. space . A proposed method  fo r  de~’c ’I  oi~ i n q  such  an

• algorithm is discussed in Section 4.6..L4.

In ,i ’neral , t b - r e are a number o~ , i t -o u’l , ’ t r i o  co n s t ra  i t S  i - i - 
- 

-

of th i s type  w h i c h  can be c’xp loiti ’d in a n a l v t  i u ’al  r e d u c t i o n s .  1’

* S i m i g  Ic ’  r i ’,’ p i u s DO i u ; t i - i -  a re  fr e o u e n t  lv c , I r r  i t ’d i n  t he st-I u t  i o n s
when su b — i — l o c k s  o r -  r e t i t i c t ’ >! for edit i n c h  p l l t u c o i c ’ h ;  . f l t~~ s’ ’V , ’ i  •
po i ui t i- ; a re w e i g h t e d  so t h i u t  I i i -’,’ do not ii f t t ’ , ’t t h t -  n o l u t  ton.

— ilt--



t - t - i c , u i  o o t i c t i m i ; i ’ c ,i ’ - - :

• i-~~ c I l c i;l,i - i l l  ,‘ , 1;; :und ‘ s i  li ~ ’ i , i i - ;  - ‘ u n  i c c - c 1 , ’ f i - ; ;

l i n t  - a n t  i- i s t m a i , ’ht I i ii ’s ‘n ,

ib - cni - o n t u l  i-i- c t  i o n s  o~ a c i  n- - ’ t l i m  ci i ;’-

c- t i i - i - t  raioht- lines ~‘n

V H u - - t i  i - i - I_ - c t  l o u i s  o1 i -  m ,dc -l i ‘
- ~i - t t vc .

• T n t  c - I _ i - i - c - I - I  i t ;; moi, u i i s  i- - i - i t; i i - ’ ’ ,‘( ‘n s t r l i l i - c ’,I I , ’ I ! ; - ’

c ii” . ’ ci  “~ u t ic - mi

• h’ o i t l  I S i ’s ’ I t i b i  ci-~ t h e  u ’> -r i n~ - t ‘r ot ‘I - ct  s nb , i

l u - t i c  k i ; c ca i  t i - - n - i t r i -  s b i - i r c u ’~~ (sim c -h ui - i st c c n : i r 

- - - u - i - i - i  ‘ _ i ; ~ I c ,  ~~‘ i ; i - ; t  u u i  u i - — c t  I - ‘ I u —  ‘ ;  t h c  u i - i _ c _ I _ _ l i _
i-i t ’ ’

‘i - i t t ; , - ’ - ’  i t  i cal ic un f ic,-

The ii ; ; -  - of  I it  j 5 t i - : : -  - , - I - - I l l - i -  t r u  i mit c i  1 1 h,c’c;’cc - n’o i~~’ 1; * t n t  u- i -

l a n u , - m ‘ - ‘ca l i - t i - i t - ;  t ; - ’ -~~i i n q  i - l i s t - P S  cci ’ , ’ i n t o  U i - i - i ’ , ‘ c u r t  u , - i i l  i u l v  c m t > ~

m - , ’- ; , u u i - i  t i - b t h e  d i e  i t  , m l u i ’ t , u g i u i q i - e - t ; i -i - c - r  S.

2 .  l i l a  ‘ l u n ’ic ’c, ’i- i - S I n t l

As sI l t  - i- I i n  5- -c t i o n  5 . 1 - , D u t , i  li- i , ‘ t ’ n c ’c ’ s s i n u u  c u l l  i t t ’

i - i i \ ’ i~~i~ ’ i - I i n to  ~ u - i - i r  b a s i c  i i u u l c t  Ion;; ; Tramis b, ’i~ ” i t  i c - n , Ocllu ’i t i o n ,

bcI u t i n - I  ~ncl A n r , i i i u -u ; i - n t .  i-i- c - c t  ion h . i j i b - n t  i - i~ ’d t h e  t i - t I c )  I I i l l s

asso, - u , i t , - , I i5- ; t h  Hue  l o s t  t br , - ,- i n , - ; ; ; . l m u  t h i s  st - c t  i o m  al c i i i -  i t  i V ~~

t - h c m i i i - u u u , -c u n , - , ‘ c i t  I nu ed ,  i - : I i j c l i ,  i t  l l i l ) ’ l c i l t c ’ n t c ’ , b  c o u l d  t * o 5 s t h ’ l v  u l l t ’v i , I t e

i - i - ’  ‘in c 01 1 h ’ ,- ; , ’ i - l i o n  t. a l  I s .

4 . . I u i - e n t ’ r u t  j Oil 0 t I n it  1 ~u I A ‘ i - i -  i ‘s l i l t  i c y ; ; ;

Im i c i o s s i c u l  l u n c H ’ u , i  t i - i - t i - i - c - n t  i t o - ’ ’ ; i , i m i , u i m l , i $ ii - - ’ ,

; ‘r , i c c ’ ; n i - c ’ i - l , t b~~’ u , - , i i , ’ I iso ,‘l,ms s-s ~ f ‘i r ons - b c ’ m s ’ , b ; i , S i r n ; - i i c ,

i t b ; r o y i t ’ ~~l t - ’c t .  ‘~ I ; , - s ’  i n -  t h ~’ - i c ’r;ci> t - i -  o’ ,~su - r I , - t i , ‘ i  0 I ’ -;’

m d  I t ,  ‘ u , ’ t t i ; , l  m ’ o m  mi t ‘l i - t i - i  h i m , i ’ i - i - f or  iii n .h -lu ; r -o  i - n t  i-i- ni m u

* Sp i i i i  c u m v , -s ~i t c - i - n t  i i i ’ , - - ;  u n c ut - ‘r t u n m u t - j  be m u u t  , u
‘ l i t  \~‘ — - ‘ - I i i  t — um ’u i I I t i _ i ’ ‘ t i -i t-c - i c - - i — i l  I t~~~~i-i- m c i  - i c i i i  I -

- _ s ( _ i b t I- i -

L _ _ _ _ _  ~~~~~~~~~~~~



values for control points are set equal to their observed value.)

As mentioned ea r l i e r , the oroblem of determinin ui

i n i t i a l  approx imat ions  to the e x t e r i o r  o r i e n t a t i o n  is of p r i m a r y

importance . An attractive approach to this can be envisioned if

one realizes that the norma l equation is rather insensitive to

the actual measurements and are cmuite sensitive to the oenera l

location on the photograph and the number of points on the ohoto-

graph . The classica l norma l equation can he represented as

- = N 1 C = (B
T
wB)~~~B

Tw, 4.5 .1—1

In general , both the weight matrix (1.1) and the jacobian matrix

(B) are insensitive to the actual observations , but t h e  c l i s c r , ’pa nc’,’

vector is very sensitive to the observation. I~ one r e a l i z e s  t h i s ,

the (BTWB) 1
BTW portion of ecuation 4.5.1-1 could be t recomuinuted

based on nominal values for the parameters and a nominal imane

point distribution . Multiply ing the im - citi a l c lisc -rt - i i o u ; c v  ( ) by

the matrix (BTWB) 1B
T
W would then result in a set of c o r r e c t i o n s

to the nominal values . These corrections would then be ap~ 1ied to

the initial approximations for the rioorous least squares solution .

It should be noted that if one considers ttue weight matrix as a

constant diagonal matrix with ecmual diagonal elements , it can

be factored out. The net r e s u l t  is t h a t  t h i s  noun imial m atrix is

exactly the same as the “Desion matrix ” emt-loved l>y Rauhala (1u 176)

Rauhala has demonstrated that this desion m a t r i x , when i n t i ’n -

preted pro perl y ,  can be used to s i m p l i f y  some least S’lUi -ir t’S !~ ro111( ’m5

and y ie ld  the same resul ts  as norma l I c o h n  i c ’ l i t ’ S .  The u m s * ’ 01 t h i s

method i s  very a t t rac t ive  r or co r ” m ’i i t  i no i n  i t  i a l  e x u ’t i - su r e  i - i - I  a t  I

values.

— 4 - ) -
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A practical method of imp lementing this technique could

be the generation of a theoretical desicm n matrix using 9 points in

classical locations. As the points are read into the preprocessor ,

the 9 points closest to those used in the aeneration of the theor-

etical design matrix could be used to compute the initial exterior

orientation approximations. Expanding this technique to derive

object space coordinates may also he possible.

Another  a l t e r n a t i v e  is the use o~ a recursive aleorithm

for  the  compu ta t i on  of initial aporoximations. DBA ha.~ implemented

such a system ,on the TP—3/Pl computer assisted stereocomputer for

a special  type of phot og r aphy

In qeneral terms this sane alqorithm would be imp lemented

in  an o f f - l i n e  da ta  orep rocessing  program or on a monoscopic computer

ass i s ted  comp ara tor .  The basic philosophy of this recursive tech-

nique is that, each time a noint is read (either or-u the c o m p a r a t o r

or into a computer), its contribution to the exterior orientation is

computed. This contribution is then tested (data editing) prior

to adding it to the previous  estimate of the initial value . There-

fore , as each image noint is input , the inital valuc s are refined.

The result of this step is that the initial parameter values which

are input to the block adjustment are much closer to the true values

and the data is more unlikely to contain blunders.

4.5.2 Data Editing

Data Editing can be divided into two basic categories -

Manual and Automatic. ~lonual being that ti-ce user physically detects

and eliminates the aberrant observation . Autom atic means that the

computational al gorithms detect and handle these blunders.

- 41- 
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t lowc ’’,’~’r , a l l  , i u t o r u i i - u t i c  cdi t i n - i  must - be c u b ) , -c -t  I - il m a n ua l

4. 5. 7 . 1 M a n u a  I Editing A I i-~or u thms

The off li’ i c ’u l cy  and to some e x t  ent th i - ’ abi lit n of on

ohi-erat or t o  manual lv ccl i t dot  a s dirt ’,- t I v cc li - u tech to the rita nuer

and amount of d a t a  b r c - s c n t ; ’ci I ’ ’ h i m .  Am - c i t  t r o c t i v e  a p p r c u c h ;  f o r

mnmanu u 1 cdi t i ng  involi’~-s ti-cc l us i - - o~ a CPT d i  sp il - iv  I n t  c ’ ro , - t i m i l

with a c ; ; u - u p u t c -r  wh i ch  is c a na h l e  p 1  ed I t j ; ; , u  t h e  ut a au-cd u ’ictor—

c a l  li or esen t  m g  t b ’  r e s u l t s  of t h e  c ’S it i ns .

There  i r e  has i c,l I~ lv t i - I ;  t c ’c hn i ques f o~ m l) ] c - i i u ’ u i -  I I t i - i - ;

this type pf  sy s t e m .  n b c  f i rs t  is through t i - ce  use o h  a m I - n i- ’ ’t

t ’r m i na l  a t t a c h e d  t o  a l a i~qe sea Ic’ CPt’ ci;; cl i- is also usc’S II

perform the least c ; ,u u i - ir e s  a d j u s tm e n t .  Ti-ce s~ ’c l ’l l 1 t e ch u ;  I su e  is

through ti-ce use of a mini —computer as a dedicated c d i  I i c - i -

station.

In  ci ther case , t he  results of t h e  u c r e p i -occ s i - i - i  u i s  i - n i - i - i  ld

be t a b u l a t e d  am d/or ci ra h i c al lv  d i s p layed . These P i s l  i - iy s  i - ; hic ’iilcl

be optimized for convenience of ti-ce user from an analysis st and-

point. That is , all of the results should be a v a i l a b l e  f c r

disolay . However , key items should  he d i  solayed so t h a t  the u se r

i s  not  required to go t h rouci h m a ny  p ages  of n u m e r i c  tahulot j o I n ;

to detect i-i few blunders. Ti-c is implies that the routines slucu id

have some ti- ~ -e of blunder d e t e c t i o n  am en t hm s  so ti - cat p o t e n t  u ul

b lu n d e r s  con be dispLiyt ’tI in a manner which is u - c ’i d i ly o~ c p - u r b ~ u l t

t o  the user.

4 . 5 . 2 . 2  A u t o m a t i c  E d i t i n g

Dui— inq t h e  pnc ’nrocessinq stop the Pi,u ~u ’ m i t o h  i t t ’ >  c i  th

au tomat ic  e d i t i n g  of h i ~lss  p o i n t s  i s  t h a t  j it u ,ii l e m , - o i - ; u u t c - h i - ; ’ u ; t  n e c  u i - hauls

— - 2 2—
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ore  a fum i :t ian of t h e  m i - a n  object space coo i- lh inat es w h i c h  in turn

are a f u n c t  iou - c of t h e  m aci -c  m e a s u r e m e n t s .  in h i s  i n t u ’ r — r c ’ l - i t  i o u s hi n

ma kes is c x t n c ’u ’c l v  d i f f i c u l t  to de tec t  b l u n d e r; ; . A soluti on to this

is available wi-con p o i n t s  apuemi r on more t h a n  two t ;h o t oc ur aph s .  T h a t

is , i f  a p o i n t  oi) s ’i-ur s  on t h r e e  or more t i - h o t oq r a phs in  i-u b l o c k

there  a re  two or niore , two r ay  comb i n a t i o n s  of i n te r s e c t i o n s  which

can i i - , - a na l ’,- z l -’d.  A h a i r — w i s e  a n a ly s i s  of t h e  j 5 t c  rsec t iou - c s or  t b > ’

r a s  will provide edit m c i  insiaht into the cuualit i’ ui- f the ‘t In - -n

r a y s  for this point. This analysis can be in t i - r i - i - ;  of r,- s i I u , u ls

or the computed objec t  sp ice c o o r d i n a t e s .

A n o th e r  i’ot~ ’u ; t i a l  t e c h n i c i -u r ’  f o r  P r c ’t ’ r o i - ’c s s in q  e d i t  in--a

is i-in an a l y s i s  of t h i , - d i f f e r e n c e  l’etis’ec’n obis , ’nv, -d ob j e c t  s ’ ’i -u c~-

coordi nates of control points and ti-ce i r coin-pit I c,i vol Ut los~ -~~ on

t h e  initial i- ’ y t e r u o r  on i e n t a t i o n  , u l c ; i - o x t n . l t  i o n s .  These  d i ’ m - n t -~i - - i- - s

could be used as the bas i s  f o r  d e t e rm i n i ng  si i-; t , ‘ r a , u t  ic  ~1 lscm ,5- cn ci s ’s

in the approximations to the ext- n or orientati on t ’ .ur onIet,’rs.

Y et  another potential t eu - h u n  i - u i , ’ f c - r  e d i t  i u i - i- cl ,ut a a n - i

- ‘oii-l ; ’i it  m i - u  the initial aoproximations 1-0 t h e  ex t  c r i e r  o r i e n t  0 1 - i ou ;

‘ - u n  i u ’ i - t e r s  is a point by point undat i tt _ u ~~, ‘b ;u ’i’;, ’ , H u t ’ r t ’bv each n-c i u u t

is input to the orooram and its contri l ’uu t ~on t i - i- t h e  ext e r u u i - n  ‘ m i n t —

t a t  u i - ui pi rimeters is c ’omt ;i ;ted . This ‘‘h; i u;,u - i n  o n i en t ~ i t  ici - n is t h e n

ui - i - u-c l -is .i c r i t - r i a  for editi ncm (See Se c t  icim ; .1 . 5 . ] )

4.5.3 Reordering

Sect  ion 2 .6 .1 , discussed , - i t u~m , - i i t  t - c h n u , .uu es ~c I m

reorcieri no t In-’ no r . iu l u ’ t  cr s  to li-c id l u s t  ed t m - c  an  , i n , i l i ’ t  u c i l  aero—

t r  i a n q u  lat ion to mm imi ti ’ t l i t ’  b andw i Pt h ol I- he norma l • - - u i - i . i  I i ens

t h u - m c i ,- i ml c ’ r I ’O s i t - c c i  t h e  n- ti -c ’S ,unu i e f i u c ’ i en c -v of t h e  s o lu t  on .  The
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basic short comings of these techniques were then summarized

in Section 3.6.2. In summary , current techniques are limited

for  one or more of the following reasonsu

1) they are not completely universal ,

2 )  they are not comoletely automatic ,

3) they do not orovide ootimupi - m i n i m i z a t i o n , or

4) they can not accommodate handed bordered systems .

The most advanced of the current photoqramnetric re-

ordering or optimization techniques is that used in program COMBAT .

This advanced algorithm was discovered and adapted to ohotogrammetric

application as part of an i n-house investigation performed by DBA

in 1971. At that time , a study was made of the latest research in

bandwid th  m inim ization being conducted in other fields , such as

structural stress anal ys is , which also encounter soarce diacuonally

banded matrices. Several promisincu techniciues (Elphinqstono ,1972),

(Akyuz  & U t k u , l9~~8) , (Rosen , 1968)  were adapted  to the photo-

oramrtet r ic  a p o l i ca t i o n  and eva lua ted  fo r  speed and correctness

of minimization . The most promisinq of these was (Glazer & Saliba ,

1971) subsequent ly incorpora ted  in to  Program COMBAT .

Although significant imorovements are  yet possible in

the  speed and e f f i c i e n cy  of t h i s  a iq o r i t h , i t s  p r i m a r y  l i m i t a t i o n

is  i t s  c u r r e n t  i n a b i l i t y  to h a n d le  handed -bo rde red  s y s t e m s .

It s regards fu tu re  develoomen t  and improvement of

photogrammetric bandwidth minim ization , it is highl y recommended

that continuing research of this be sponsored . The tinimary

object ives  of th is  researc h would he t o t



- 
a) improve the speed and efficiency of existing

-

- 
al gorithms ,

b) develop or adapt  newer , f a s t e r  more oot imum

- i - i l o o r i t h ms  fo r  handed  systems ,

c) de velon or adapt  a l g o r i t hm s  to h a n d e d— b o r d e r e d

sy stems .
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4.6 Block A d j u s t m e n t s

A number of t o c h n  autos i-inc ava i l i -u }’l e for increasjna

ti- h i-- efficiency and accuracy of photocurammotric b lock  a d j u s t m e n t s .

These have been grouped under t h °  Follow i nq l ’ro ,c d h e a din o s  f o r

; ;u r n O 5~ -s of t h i s  d i s cu s s i o n :

1) Prror Modelinq

2 )  C o n s t r a i n t s

3)  B i -unde d -- B o m ;I e r c - I h  S t r u c t  u re

-I I Au I~ l i - I n c  i - i  m es s  ive ~~O i I c ’ l i t - cl - i

5)  A i - u t o m a t i c  f - ’ >2i t i r i - c u

The f i r s t  tw o  i t e m s  i n c l u d e  i ; - t  hocis ccI; , -n , -l- ’,- c h , i i t  i ou - - c l

j u ~ ~o r ; ’ i - , i t  i o n  1. _ u t ;  h i -  added to t I - - s t a n - i u u , h  p h o t o u n i t ; i ; ; i - ’ - t n c  m b a - n  i o n .

M a r - ’ -  n t  t ln - -;i - ,- t i - i t l i - o c i s  n~ -su lt in ‘ u  set of normal  c - ’ ’ u , u t  ions c h i P ,

have  i- u “ f - i - u n d c ’d— b o r d e r c -cI ” s t r u c t u r e  . An e f f i  cu - n t  a I ,tc ’r i t hm  to ;

solving s pc ;c ia l  t~ pes of b a n d e d — b o r d e r — c l  s t r u c t  l i - n c - i -  is u ’r c ’i - ; t ’ l;  -

i n  S e c t i o n  4~~€ . 3 .

S t - c t ion 4 . S . 4 dc sc r i i  -s an a m or o a c h  w h n - u- , ’i” , - ser jail v

- e n r u - l i - i t e d  o b s e r vat i o n s  can i i - , ’ ri tor ia u u s l>- in coru ’omut eti in a l i - i :

sq ; i i m > - s  ac t j t i - ; t u’n - i ~u t  . As wi l l  i t -  ci-I;own ,t his I ‘ - -hn i iu - p r o~ ’ i c c 5

an a l  tn-nru at i - v  t ; n - ’ h o l for h i - u n - S i i ncj  some u ’ n m l ’ n  s o u r ces  w h i c h ;  iv-

l - u ’;~ ’ t> ’for t’ h i - ui nu od ehu ’ - i I ’~ emp i r i c , u l l v  d’-r iv , -c i l - ; i v u ; o i u - u I  or

Fouri er sor es.

Tht  last i n t ’ l  wh -r ’ i’uñor ‘ - , ‘‘ i , - l o i i c , u l  - - r n - - I ; . u i - u

i - c roquu m r i-- I  is it u f b i - c  1~ ; u t o ~’ i - - i i  i c  t~d ± t i ui ’ u , u s u ’ - - c t  ;; ot ,m  1, b ; ’t :r u i n r ; i - t  n c

i i l u u c k  i - i i l I i s t  ui u -n t . 1 : -uc h  o 1 h u i ’ ~~t ’  ~~i v,  i~l ; i - o :  -; , i- - u i -  - I ’ -; c m i i  - h

in I t t  i i i  u n  t b -  t i ’ ] I ’ c - t n i  u - i n a , u u  t p h s .

-— - — ~~~- - _- —--~~~~~~
_ - - ‘ _ _



1. i- . 1 I - : m r t  ~-‘ i - tb ’~ I ; ii-

S i - s t  - ; ‘ i , u t i c :  er r o r s  b i - u v e  h ’ e n -  c l as s i ca l l ’-i- h: i r ; i - l  I - I  i n

i - - h o t -  - i - u r a m m e t r ’ :  h- a pp l v i n o  i- - o t r - - t i ons  to  tb - h i - i s l C  t I s c i - t ’,’ c ’ ions

in t l i - c’ o r c ; i - r o c e s s i i ; cu  u i - b ; ,i sc.  110cr-yen , ~or u ltm i— bmr- L-ts c ; bh uo tn —

a ra n ’u n et r i c  trian gulation i - u t i - c i  for usina observa t i r - - i l  S i t  i -u i - I  i-s m ’ - -I

b’,’ soni c t a n - - i- of i - i u x i i  j a r - ’  sc-nsons  s n ecossar’:  f - a  c u r r y

o a r o r r - e tu - r i - ;  w h i c h  model s v s t - - r - i - u f i c  c - m o m ; ;  u s  a n -  integral t i n t

of t h e  t r i a n i - u ; ; l a t i o n  n, - - b L l c t i o n .  S - - f  ;o i  4 . 6 . 1 . 1  m r - i c -c ’s  t h e

U e u ; c r . i  I c t , t ; c > - n - t  oh i n - l i - S i  i’ l l  ; ;ys t ’’l ’; .I t i- c > - r u - , r u;;o5t’l t sur ,imu- t ‘n;-

in a n-li- -t I t n - tn ui - - ’~’;- - ’ n c  I -I ’ s - k irljus f ri- - n - I - . This i s c- l lt ;w- -d in

Se c t i o n  ~~. .  1.2 t h r o ugh  4 . 6 . 1 . 4  w i t h  i t  d e ve 1 t ~~ - i’ > - n t  o f  s t s - c i f i - c

e r r o r  mode l s  f or  A n om a l o u s  D i s t o r t  i o n s , ~ Pt It osi t i ~~r~,i : -t em -ms

a n d St  i-u ( ‘ n - c i t u ; ’ i- Ohsc’rvci ti onci I L-nr;:ns

4 .  6 .  1. 1 h O t ; -  l i t - - i  ; - tv st e m a t i c_ e r r or s  u n a n - h o t o - mi - u us un c ’ t n ic

rc - d u i - - t  i o n .

4 . . 1. 1 . 1 G c -n e r a  ~l En- n;;nc I - i t  i o n

‘rho c l a s s  u - t i - i  u t h n - t o q n c u u n m c t r  ic I s u n c i l e  u i  sot ri -- n t  is

based upon  t I ; -  - - - n- I i n e on  t -, ’ ‘ - i - u i- l i t  t i - n -  ‘ - - i - s  i t  i ons  c’h i oh ; can 1- ’ -

r e ur  s e n t  ccl t i - ;~. -t  in n . i  11 ~~~~~~~~~

- - T c c-x ,y  - - - (X. , t- X , ; 5) -~ . 1-1— ~~i i  C 1 1 1

whn- nc

i — m ’-pn - ’sen t s i n - f ’ ’  n i - s t  ion t u r f  u n - i n c
t i i -  I ho’ i — ha ’ t I l t )  t I - i t  u - I

— u - u i  “sent 5 i i ; c- ci-rma i t t n t t ’ l l  - u i n i n - -
to t b ’  j — t h  i - i l -  - ‘ - - i  ‘“ i n !

V - - — b ’n a I  ‘ I ‘ - - i m i - i t o  si- ice  c o n - u i i l _ u !  - - s  ‘‘
— - of f l i t ’  1~~t h  i - n - t i l t  on I l i -  i — t b ;  i - h o t  ‘‘- raI l ;.

i :xpl 1 i - i i v ’ ’ i t i l t  u ’ u t u  n- n- c-i- - o tt O ions c- u n  - ‘ -  ‘ o t u i S  i n
h a  ‘-1 u n - ui ii ii I’l l ‘ ‘ u r n  - - n’’ . 
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- is a three element vector of exposure
station position for the I -th photoqraph .

— is a three element vector of orientation
1 

angles for the i -th photograph.

X . — is a three element vector of ob jec t spa ce
coordinates for th e j - th  around po in t :

C - is a three element vector of i n t e r i o r
o r i e n t a t i o n  p a r a m e t e r s

The vector C in  the above r e p r e s e n t a t i o n  c o n t a i n s  the camera

focal length , and the x ,y princi pal point coordinates. These

elements are normally treated as constants in a photogrammetnic

reduct ion ,hence they are separated from the parameters by i-i semi-

colon.

The above expression is valid ,o ru lv  if the true v u  hu t -

of a l l  the paramete rs  and the  image coord ina tes  are known , and

that all sv~ temat ic error s have been properl y accounted for.

In reality observations for thc’ image coordinates

i - r u ’  sub jec t  to r u n d o m  error . By denotinq i i - i i - u-u ’m v , u t  i o ns

by a 0 superscr ipt this relationshi p can be e xpr essed a s :

~~~~~~~~~~ ~~~~ + [v , v~~
’
~~ 4.6 .1—2

where the v ’ s denote obse rva t i ona l  r e s i d u a l s . S u b s t i t u t i n g  t h i s

express ion  i n t o  4 . 6 . 1 — 1  r e s u l t s  in  the following m o d e l .

f(X~~, I~~, X .;C) 4.6 .1-3

This rt ’prc;-;c -u ut ii ti ; - classi cal observ i-u t ional equat u n - n o  used

in bundle li - I iustmem -ct s where i-he vector  X~~, -;-~ 
an d  X - r ’ utre ;;ent

i t 1 -

the parameters to ho ci t - I -  c m i  ned li -v i-u loast s u i ul r t ’ s , utl iustment
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~

- -~~~~~~~ -~~~~- -~~~ 
----

~~

However , i f there are un compensa ted sys temat ic e rro r s ,

equat ion  4 . 6 . 1 — 2  is invalid and should be rewritten as follows.

T r ioT
- u ~x ,y] - - = Lx ,YJ  - . + v + g (P) 4.6.1-4

13 x y

where g denotes a sys t ema t i c  e rror  model with parameters P.

The exact form of the error model depends on the physics of the

system . (Specific examples will be demonstrated in Section 4.6.1.2

through 4.6.1.4. ) The parameter vector P will contain the p

parameters required to model the error. Substituting this new

representation of the true coordinates into the nrojectivc’

equation results in

oT r T c c
- +Lv v - + g (P) f(X ,

13 X y ij  1 1 
~ ;C) 4.6.1—5

which can be rewritten as

oT r
Ex ,y] . +LV  v I . - h (X c, ~

c x - ,  P ; C )  4 .6.1-6
13 X y~~~1) i i ’ 3

Equation 4.6 .1-6 now represents the basic photogrammetnic

observational equations.

Assuming that h is a non—linear function of all

c c
, ~ P1 , an iterative technique is requiredparameters (X i, 

~ ~
• to solve for the parameters. tije shall linearize the basic

ob s e r v a t i o n a l  e q u a t i o n s  abou t  some a r b i t r a r y  i n i t i a l  v a l u e s  of

the pa ramete r s  and about the observed image measurements. The

true value for the parameters -ire g iv e n  in e q u a t i o n  4 . 6 .1—7 , where

- 
‘00 ’

t h e  sup ers criuut denotes the amhitr -im y i n i t i a l  aopmoxima tions

and ,S mt - I t m t i -n - u ut i - i - correct ions to these uttu iroxi mations.

— 4  )—
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C
r~~ e .O O 

+ -~~~~ 4.6.1-7 a
1 iS 1

c
C 

= 
r
t

u
~~~

OO 
+ bL i~ i

~~~ . =r ~~, 1°° + C

:3 3 ’  3

p = {p 1 00 
+ d

S u u i u i - - u t i t u t i n g  eq u : u t u o n s  4 . 6 . 1 — 7  i n t o  4 . 6 . 1 — 6  r e s u l t s  i n

00 00
— -t oT ‘- ‘T C - C c~ oo n -u ;
x , v + v V - ‘ h(X. -i- ’r c , ~‘ . -4 -  . , \ .  +~~ ,I’ t - ~ ; c )

— - 1 1 X ‘i- 1 3 .t -\ - i 1 i :-: - -
1 1

4 . 6 . 1—8
or b’1 simply rc’, t n r u u l - l  m g  I e n ln~ ; t h u r  fol I ou-i - i n - t i -  ~ u n c t  i cr; i- - u n  I t ’

i - I c -y e  1 opc ’S

u _ Ic 00

, y - +v ,X
i-

. + i -  , c , + r  i- - , x .
t t  

~~~~ 
p00

~ - •c)
l i i  3 I ‘i-’ j :3 i~:j I-c

4 . . 1— ~
i - ; t i u i - u t i o n  4 . 6 . 1 —  - )  c _ I_ u n  ui - _ lw be a p p r o x i m a t e d  P t h e  first two

t e rms  of the ‘I’ ,u v l o r  s e r i e s .  ‘I’hi s I m e an  o u t  i on  proc -ess r e s ul t

in f l i t ’ f ol  lowing m a t r i x  o t u u u t  i o n .

. .c , c . c  C

A . -  v -  . +B~~, \~~ fBI . 4 + - 

~~~~~~ B. , ~~~ 4 - -  0 4. u - .l - l U
13  13 1] 3 13 3 i t  i 3  11 1~t

w h e re  i - h i ’  f ci - l l uu w u u ; -; u ’ u , u t n i x  t h u - f i n u t u t u u u ; i -  h o l d .

i~~~’ /
- 1 1 ’  x . - ,y. - -1 .1 .1— i l a

( 2 )  I i  / u j  i~~

-T
V y v

(2 , l~~~ 
X

— u)-

~~ uIIiiii 
- = — - ___ --r-’_;

_
~~~~ 

-
~~

— 
— - ——-—-- - -——- ~ . .  .. i-~~ . ~~~~~~~~~~~~~~~~ _ _ T _.1-



= 
[
~
F
i~~/lX

c } 4.6.1-li c

(2 , 3 )

i F - .  - C
~ = 

L 
ij/u~~~. d

( 2 , 3 )

a I F . ~~~.
~ ij  = L ij / i P  I e

( 2 ,p )

1
B. = i j/

(2 ,3)

u: = t x ? , ,  y? , H -  F ( X ~ , t -  , x?° P 00
~ C )

(2,1) 13 
- 

‘ 3:  
1

ci c
- x -t’ X P - -‘u , ,  iS a rc  d e f i n e d  by e c u s a t i o n  4 . 6 . 1 — 7 .

The d imens ions  under the matrhs- ’i- inn ’  ci e f i ned by the  f a c t

t aa t F i s  a two element vector function (one function for x and

one for  y )  which res ul ts  in ti - c c A and B m a t r i c e s  h a v i n g  2 mcc’s.

The number of co lumns  in each Jacobian matrix is determined ic

the number  of e ] c rn e nt s  in the param ett ’r vector , i.e. X~ , ~~~~~

X~ each c o n t a i n  3 e lemen t s  w h e rea s  P c o n t a i n s  p c l u ’ i ’ i c u i t  i - i .

Each of these p a r t i a l  d e r i v a t i v e  m a t r i c i - s  is t ’v , i l u a t i e d  a t  t b t

i n i t i a l  a p p r o x i m a t i o n  to the  p a r a m e t e r s .  The d i sc ’r epency  vec to r

i I, s t h e  di  f f e r e nc e  between  the  obsorvod i m ag e  cot ‘mcl i nate;; and

the f u n c t  ion F e v a l u a t e d  u t  t h e  ip p r o x i  ‘ l i t  j I l l - s .

No t , - t h a t  e q uat i o n  4 . 6 . 1— 10  i s  h u e - i n  w u t l ;  n t - n - I t - c t

to the  p a t a u u u u - t c - r  c i u , u u i t u u - s  (t t ) . l - I c ! u u , i t i o n  4 . 1 . 1 — 10 t t - I l r , - s c - u i t s  t I - i t ’

1 m ean zu ’ uI  oh r - er v at  ion e uj u a t  io n s  f o r  t h e  — t h  o b j e t  u l t i - i n t  j u ; i , u c t t ’ci

on the i — t b  p h o t  c i - u n a p h .  A n - ; ; i i u n t ’ I l u , i t  I l l - n , ’ S in -’ a t o t  i - i of m

p h o t ogr ap hs u n - i  u total ‘f ii pci n t  s i i ;  t he  p 1- - i  , i - t i i u r ; u i i ,  - I m l c

h I  o ’ -1; 1 ’  l u  - ,ic l j u i i - ;  I - - - ‘ . I — 
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Also assume for the moment that all points are imaged on all
*

photographs . First we shall collect all the linearized

observational equations generated by the j-th ground point.

This set of equations is P .I,.1 - 12

A 11 “1; 

~~~ 

- 
~~ 

~ 

‘Ii -

• B
X 1

XC • .I ,i - i -  
i-

2 
- 1 - “ t  -tI _~ .3 2 )  2 c ~ c - i- •

x~ 3 x ’~ 
+B~~. i- ’ ‘ ~, I 

~3) ~ 3;
‘ 3) “ 31 

B
i - 3  - : : - 

-

- - 
x° ~~

‘ 
~ 

- -

“ n •‘~~~ 
tu £ ,,- ‘ ‘,- rn flt

xcThe o f f s e t  betwee n the  A’ s ,B  ‘ s , etc .  is easi l y set-n i f  onc’

considers that the par€ial derivatives of the image p o i n t s  on

the u-t I - u photoqrap h with respect to the parameters for the (i+~ )st-

u ) t l c l t ’ ) ’ u ; u p h are zero . In general the derivatives are zero for

ill photoqraphs other than the i—tb photograph.

Equation 4.6.1—12 can be rewritten more cu’r;p i-uctly

u s iu t ,u matrix notations as

C C C C -- C

A. v~ + B’~ iS ” + B~ IS i 
+ 

~~~~~~~~~ + B . t ~~ + i-
1 

— I)

4 . 6 . 1 — i )

where the following definitions are employed

r
- A - 4 .6 .i— 1 4 a
- 1)

A .
I 2 i

A =
• I A .

( 2rn , 2ru ) 3j

a

* T h i s  second is su m p t  i tin Si  flip ii ft u’u; t l i t  - pr - i - - t i - n t  - i t  i on  (if t

mathema tical d e v e i n pm t ’n t  mci w i l l  be I l r I i l t l t t ’, t  l i t  i -I j u t  t h i s
report 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - -~~ —



v .  v 3 .
(2m,1) 4.6.1—14 b

v -

[BX
C Q

l j  c

B . = ~~3 2j
(2m,2m)

C
B’~ -

3 j

0
L

- 

B~~ .1]
_~c

B .
c 2 j

B .
(2m 3m) 33 d

B .mj

- -3 3-

- - - - - , - , -- -~~, ~~~ I .  ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~
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xc

4 . 6 . 1— 14 e

(3m , 1)
6 3

C
6xm

~c 
-

6 1

2

6
~ C

= 
f

(3m , l )

C

I~ . = 

-

( 2m ,p )  I

1) -
- iii ) I

— ) 4 _  

~~~ - - -~~~~ _-~~~‘- -- - - -~~~~~~~~ - - --.~~~~~~~~~~~~~-- -~~~~ - - -
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B .

B .2j

B .
- -  3j
B 4.6.1—14 h

(2m , 3)

B .
mj

El -lj

El -2j

El
1~ 

~3j

(2 m , l)

C -mj

P X . . . ‘6 and 6. are defined in equation 4.6.1—7d and c respectively.

The next step is the collection of all lineari oci -l

observation equations for the n object points. This ~ c’t of c o l l at i o n s

is

::~ ::
B 1 

B~ 
~ , • ~j 3 — 0

x c x .‘ ,,~ • ~ ,P • ~ ~‘ . — 0
A • B  -~~ 

!

-- 

~~ i - _ f

- 1 )~~ 

~~~~~~~~~~~~~ 
_



As with equation 4.6.1—3,2, this set of equations can be

rewritten in matr ix form as :

+ BX 6
x
C 

+ ~~~~~ + ~
1 P
~ 

~6
x 

+ ~ =

4 . 6 . 1 — 1 6

with the following matrix definitions ;

0
A2

A 3
A = . 4 . 6 . 1 — 1 7  a

( 2mn , 2mn)

0 A

B~

xc

B
X 

= 
B 3

(2mn ,3m) . b

C
B’~n

B~

c B2
= c C

(2mn ,3m) B
i
~3

.C
B~n

—5 6— 
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-
3

B 2

B = 4 . 6 . 1— 17  d
(2mn ,p)

0
Bn

B2

(2m n , 3n ) 3
. 

e

B n

vi

V
2

V.)
V =  f

(2m n ,l)

V n

o x
1

ox2
x 

— 
xuS — 5
3 g

(3m ,1)

cc x
j~

— 5 7 —
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C l
C 2

= 
C
3 4 .6. 1-17 h

( 2mn , 1)

I i :
L

C C
and uS ’~ are defined by equations 4.6.1-14 e and f

respectively. IS~ is defined by equation 4.6.l-7d. The elements

of the other matrices in equation 4.6.1—17 are all defined by

equation 4.6.1-14. Note that there are 2mn equations and

X
c 

X P2mn + 6 m + 3n + p unknowns (v ’ s . 6 ‘ s , 6 ‘ 5 , uS ‘ s , and 5 ‘ a ) .

Obviously there are more unknowns’ than there are et ,u1 u i - i t i o n s  50

that there are an infini te  number of solutions w h i c h  w i l l  s a t i s i fv

equation 4.6.1-16. The most desirable solution is the one which

sa t is f ies  the l inearized observation equation and simultaneousl y

minimizes the sum of the squares of the weiqht t—d residuals , i. e.

s — ~
T w v —> minimum value 4 . 6 . 1 - 1 8

I t  has been demons t ra ted  by Brown 1955 t h a t  t h i s  u ”in i u’li z a tion is

accomplished by so lv ing  the following equations:

N = c 4 . 6 . 1-1 9

l~ h u ’rt -

4.6.1-20

c = BT (i-, AT) l , 4 .6.1-71

—3 8—

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



- — . - - --‘. - _ --_ - T- . _ . - - _ - -~~~~-----

C
o x

6 4 . 6 . 1 - 2 2
6 =

o
x

B = ~~
B
X
C 

B~ B B 4 . 6 . 1 — 2 3

The covariance matrix (~
) and weicrht rnatrix (w) are discussed

in depth in Section 4.6.1.1 .4 and the sol ution of equation 4.6.1-19

for the parameters i-’i- is discussed in 5ection 4.6.3.

Before proceedinq with the i-—n -~~cj f i c  examoles for error

models , there are three additional areas which must be discussed.

These are; (1) the rearrangement of parar--aters, (2) the introduction

of p a r a m e t e r  o b s e r v a t i o n s  and (3) the w e ic uh t i ne  of  o b s e r v a t i o n s .

These areas are described in the followinq subsections.

4.6.1.1 .2 Rearrangement of Parameters

In ectuations 4.6 .1— il throuqh ‘~- .6.l’23 the I -xnosure

station (XC) positi~on was carried seoaratelv fror~ the orientation

a n t u l e  p a r a m e t e r s  ( t C ). Since these two classes of ~arameters are

associated with a sinale photociraoh , it is frequently convenient

to  ci , ’  f i n e  a s i x  el en ent  vec tor  o 5 e x n o s u re s t a t  ion n ar a nu et e r s  ( E )

‘--i-l u ich is

B ~~_~L ~ 4 . 6 . 1 — 2 4

(6 ,l) ‘ — 1

_ -~~~~~~~~~~~~~ “ ,. -- - ‘
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I

Substitutinq 4.6.1-24 into 4.6.1-10 , with the usual definition

of initial apQroximations , results in the  f o l l o w i ng  set of linearized

observational equations for thu: j—th mtoint imaged on the i-tb

photograph 2

- -  0 --
A. .v. . + B. . -H + B. . -; + B, , - ‘ . + ~ . . 0  4.6.1—25
13 13 13 1 13 11 13 1]

where
ElF - . I F - -  r c~ c~~

= 
L 

iJ
/-cX

C i 1J
/
~~~~~C = H~- B~~.

(2 , 6 )  — 3~~ 3 .2

C

i
i-c - =
1

1

0 ~~~~~‘5 ‘5 ; cS ‘5~3 :3

and all other elements are identical to those defined ~~ c’ cu u a t  i o n

4.6.1-11. The collection process proceeds as was  d c s c r i i t u - d  A

for equations 4 . 6 . 1 — 1 2  throug h 4 . 6 . 1 — 1 7  wi th  the obvious d e f i n i t i o n

substitutions. The net result is a linearized set of observational

equations which can be represented in matrix terms as:

0 0

A - - + B-~ + B-~ + B-~ + = 0 4.6.1-76

This is the genera l form of linearized observational ec ;uu .utions

which one ~ou1d normally utilize to represent a n-ho t  o q r amm e t ri c

triangulation with systematic error modelinq . ilowever , un o t h e r

cases ,it is desirable to separate the position elements from t h t -

— i - c - -

____________________________________________
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orientation elements as exoressed by equation 4 . 6 . 1 — 1 6 .  During

the discussions which follow in Sections 4 .6.1.2 through 4.6.1.4

specific examples , will be disscussed , some of wh ich can be

better treated usino the form represented by 4.6.1-16 and others

by the form 4.6.1—26.

— 6 1—



4 . 6 . 1 . 1 . 3  Parameter Observat ions

As discussed in Section 4.6.1.1.1 the observational

eguations are linearized about arbitrary initial approximations.

it is reasonable to assume that in some cases these parameters
tl

can be d i r e c t l y  or i n d i r e c t l y  observed . The purpose of this

section is to outline a procedure for including observational

equa t ions  for  parameters  d i r e c t l y  in to  the overa l l  system of

linearizud observational equations prior to initiating the

least squfl~mes adjustment.

The inclusion of directly observed parameters is

a straight forward process which has  been documented i n  many

repo rts  ( R e f .  Brown , et a l  l 96 5 , D a v i s & R i 1 l i n t u ~~l 9 7 0 , l i a a t u i ~l 1odqe 1972) .

I n qc ’nerai , i t  I t r I ) c ’fl ’ c ’ c t n -  as f o l l ow s .  Assume t l c , i t  o h s , - r v , i t  ion - s

fo r the  q r o u n d  poi nt  coor t-i I n~~t ’ -S a re a v ai l ab l e .  The t m — c -  v a l  n--

fo r  t h c - s t -  coorc ’ i n a t ” s  is

X .  X~ + V~ 1 . 6 . 1 — 2 7] I I
where~ , -X. u g  the three element vector u’t --’’r”s’ -nt ; u ;t ’ t ’;e

t rue  oos ’t i on  o~ the  o u , j . c~t i t , i - f l t .

XP d e n o t e s  t he  observed  v i  l u u ’ t i i r  I Il I n - I ’ o i - j t ’ct‘1 -

n - p a l - u ’  coord c n i t en . ( N t t t  ice the superscr I u i - f  0

is used I n  d e n c i - t  ‘ - observed -u ; u i n t  i t  i’s)

V .  3 s the 5 1 i -  r ‘u ’ ( 1  emen t  \ r t ’c t on  of n ’s u t I l l - u  I -

E qu u t i n u t  4.6 .1— 2 7 c~an he ;~ u u i ; ;t  u t u t , ’ , l cli n - s  f l y i n t o  , - t n - u , u t  i o n

-1. i t . l— 7c us c’l low :;.

‘K V ’ X~
0 

+
1 1

—
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which by appropr iately rear ranging terms become s

V. — O~ + C = 0 4 . 6 . 1— 28

X 0 00where c = X .  - X .
1 3

The re wi ll be one suc h equa t ion generated for

each observed object space point . It is assumed herein that

all  n ob j ect points a re observ ec~this assumption will be discarded

later) . The collection of all sets of equation 4.6.1—28 results

in the following matri x equation ~

— 0X + 0 4 . 6 . 1 — 2 9

where

v~

v~

=

(3n ,1)

v
x

L n j

T x 
-

- ‘ 1

I X
‘ 2

X I

(3n ,1) I

X
C n 

—

and ‘t ’K is ident i cal t n  t b -  clef i n  i tion in 4 .1- . 1 —1 7u j

The log i c -ui c l c it ’n t ion 1 1 1 5 0 5  is I ’ ’ why not  siun - l- l \ ’

d e l  in c  t hc ’ a r b i t r i r v  u n i t  u a l  u ’ u r u n i - t  u ’r  u l t r I x u i l l u t  on  ( X
0 ( I

) as

I h -  c t h s u ’ m v t ’ u I  va l ue ? T h i s  o i t v i o u i s l y  r , ’ t l u c u - l ;  I he t 
‘K 

~~~~~~~~ or In
—I) 3—

- - - - _____.—-



r 

~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

zero. However , one must remember that the parameters will be

iteratively solved. At the completion of each solution the

0 vec tor is applied to the previous parameter approximations and

the solution is again performed . This correction cannot be applied

to the observation , therefore , after the first iteration the

approximation used for the linerization processes will be different

f rom the observat ion , hence the vector will be non-zero .

Equation 4.6.1—27 implies that only random errors are

associated with the observation of the j—th point. This may not

be the case. Just as with image measurement there may be systematic

errors associated with the observation of the j-th noint. These

systematic errors will he common to many other (if not all) object

space points. For each discussion it is assumed t h a t  t h e

systematic errors are in fact common to all points and can he

modeled by a f u n c t i o n  q ’ w h i c h  has a set of p a r a m e t e r s  °‘ just

as f o r  the  i na ne  n o i n t  o b s e r v a t i on s .

Equation 4.6 .1-27 then becomes :

X -  = X? + V. + o ’ ( P ’ ) 4.6. 1— 30
I J I -

w h i c h when s u b s t i t u t e d  i n to  £‘ l c u a t i o n  4 . (’ . 1 — 7 c  becomes :

+ 

~
g’ (P ’ ) = X~° + 4 . 1 .1 31

1 1 1 1

-6- 3--
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Proceeding as before this results in a linearized

set of observational equations for the j—th points which are

0 P 1
V~ + B. IS — ‘ 5 .  + c .  = 0 4.6.1—32
3 ~l 3 3

This set of equations can be directly added to the structure

given by 4.6.1-16 as outlined below . First redefine the vector

— P to include the parameter P ’ i .e.

~ =1~ 1 4.6.1-33
L~’ J

The partial derivative matrix B - must also be redefined to
‘1

include the partials of the image measurement function (F) with

respect to the parameters P . These partials will be zero . So

that B becomes

~~~ 
-P 

r - ~. .  ,~ o 4.6.1-34

The reverse is true of B~ it must be auq~nented by the derivative

of the object point equal ion with respect to ti-ce image point

error model parameter (P) i.e.

r ‘ p ‘ 1 i 1
I -g - -g - - I - q .

3 / P ’ =~ 0 ~ -~~~~ 4 . 6 .1- 35
I p ~~ L p

Using this new definition of B . all object point observational

equations can be collected so that the foilo’.-.- i nq ma trix representation

is valid.

- - 0 i ~ -. - -

v + B - — ‘- +, 0 4.E .1—)(-

— 0) ) —

__  -— - -  - -  ‘ ~~~~~~~~~~~ - -
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where
- 

x O t  
~~x 1  x lV1 B1 -

~~~ 
C

1

X 
0 ,  

XV2 B 2 6
2 

C
2

0 0 , .. .. 
XV3 ; B ’ r~ B3 ; 0 = 0 3 c = c 3

(3m , l)  : (3m ,p4-p ’) :
V~ 6~ C~~~~

j

0o is the error  model parameter  co r rec t ion  vectors d e f i n e d  by ;

0
6 = L ~~~~

PtJ 4.6.1—37

Rewriting both equation 4.6.l—16 and 4.6.1-36

the matrix definitive for B in equation 4.6.1—20 becomes:

X C xc 111 c c 0 1  
V + B 0 + B ~ + B’5+B6 + 4 = 0

LI

V + B ’’ - — ’+c = 0 4.6.1—38

r X
C ~~~~ 0

B B B
B =  0

0 B ’ —I

The vector in equation 4.6.1-21 must be augmented by ~~~. It
0

should be noted here that the B matrix has been rc-defined

by equa t ion  4 . 6 . 1 -3 4 .

Throughout this section consideration h a s  i t -n i ;

g iven to o b s e r v a t io n s  of o b j e c t  sp :uce p o i n t s .  T h i s  i s  u t - t a - u - f -H

only as an examp le of t I-c - tecbn I , u u e  Pv Wh i ci; I l l  m , - t - t  ‘i n - l i  r V i t  i o n s

of parameters can he included in ,u p hot oqramm etnii- a d j i m s t u ’ i , - n t

In l u - I- a l l  l 1u r u u ’ l i ’tc~rs a m -  I n u - u t , - t j  n - u t  i s  t ie’ el - - st

i I l ) i f l t g  d i s t - i u : - ; s ’ - t I  h ’ - m ’ - u u i . T h e  n e t  r ’ ’ s u l t  u - c  ; r’u f r i x  • - ‘ ; l u - i ~ i nn

—

~~IiI’_ - ---‘—-——- ------ -- - --- - - - ‘ - -- -
~~~~~~~~~~~~

- 
— _ 
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representing all observation s as:

+ BIS + E  = 4 . 6 . 1 — 3 9

where
r r ~ 1

— K-~ - . 1 I ,  —~

X I
~~~ H

O R 

-

In this case the error model parameter vector P is

1
P x

P =

with P ’ being the error model parameters associated with
the image points.

being t ln - - e r ro r  model  n -n - r n -m e t e r s  a s s o c i a t e d  w i t h

- 

t h e  exposure station parameters.

l i n i n g  f l u - c r i e r  mode l  n , u r i u ; I u - t e r s  a s s o c i a t e d  w i l l ;

Ii - - ‘ u I - - l i t  - i t  ion angles , a n d ;

i t ’  in q t ii ‘ - n  rn-n model  p a r a m e t - r s  ann -n - cl ate~1 wi f II
th ’ id  e s t  s p i c — e coordin al u s .

t i ;  u t  i o n  4 . 6 . 1 — 10 u - - u ’ r - s ~-u ;t - g t h e  - ; en - i - r n - 1  l i n u ’ u r l : ’ i - , l

f u - i~~ ru~ I n ’  ; .  \ ‘ .~ 
- 
;‘ ‘~~~~~ ‘u n - i t  u n ’: .

- - -- . - -- — -- ~~~~~~~~ -. ~~.— - -~~~~ .--~~~~



4 . 6 . 1 . 1 . 4  Wei gh t ing  o~ Observat ions

Throug hout this section have been discussions of

observations and the making of assumptions Concerning the

observability of all oararreters. All observations must include

an es t imate  of their accuracy. The technique for utilizing

these apriori accuracy estimates in a photocuramnietric triangu-

lation are discussed in this paraqraph . A natura l fall-out of

this discussion is a convenient technique ~or dea l ing  wi th  the

assumption made earlier.

First , the manner by which apriori accuracy estimates

for image measurements are utilized in riciorous triangulation

programs will be described. It shall be assumed throughout this

section that all observations are independent (i.e. the measure-

men t of two ti~aae points  are not cr-rrc1atec~- .) Representinq the

appropriate covariance matrix for the measurements of the j-th

object point on the i-th photoqranh by ‘5 the norma l covariance

matrix d e f i n i t i o n  is obtained.

r IT 1
‘ x x y l
13 — 

0 4.6.1-40
I y x y

where
2 2 denote the x and v van int ’c n-~ the mm m i’
x V- measurements .

-i = - i  
. denote t h e  t ’nv a r l i f l c e  i , e t w - u ’u l  1 ) 11-  X ~n - t I

xv ~~ v coordinate s.
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Normal ly  the x and v accuracy es t imates  are equal and uncorrelated.

0 
2 = 0 2 and 0 = 0. However , if transformations are appliedx y xy

to the image measurement prior to the adjustment, then the

accuracy e s t ima tes  must  a lso be t r a n s f o r m e d .  In  many  cases this

transformation of coordinates causes the entire matrix (4.6.1-40)

to fill in. For this reason, the apriori covariance matrix

wi l l  be considered as a full 2x2 matrix

Equation 4.6.1—19 indicated that the desired solution

for  0 us ing the weighted least squares involved the formation of

normal equat ions  (N )  by the f o r m u l a :

N = 3
T 
(A A AT) lB 4.6.1—41

If A is an identity matrix (which it no rma l ly  is in photogramme~~r ir

adjustments) then N, becomes BT.~~
lB. It is convenient t o  d e f i n e  t t u -

wei ght matrix 14 as the inverse apriori covariance matrix

i . e . .

w. - = A 4 . 6 . 1- 4 2
13 11

In Section 4.6.1.1.1 it was assumed that all points appeared on all

photographs.  This  a s sumpt ion  was necessary  to simplif y the

co l l ec t ion  of t he  o b s e r v a t i o n a l  e q ua t io n s  u s i n g  s t a n d a rd  m a t r i x

n o t a t i o n s .  Obvious l y t h i s  a ss u m p t i o n  is not  t r ue . If a point

—69—
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does not appear on a photograph , then the observation of

this point can be considered as havinq an I nf ini te  va riance . This

implies that the weight matrix associated with this point is

zero . Theoretically one can consider all the non-existent

observa tional equations as having a zero weight matrix .

Just as was done for the observationa l equations ,the

wei ght matri ces for all image points viewing a g iven point are

collected into a ma tr ix W .  which is

14 = 

141j 0

4.6.1—43

0
- mj

arid then for all n object space points as

w
0

W2
w

4.6.1—44

L0 
~~n J

* Computational alqorithms do not. emp l oy this technique t Ilt -v
simply use only the act ui - u i obser v ut - i n - n i  I equat i outs . 

-
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In both of the above cases the independence of observat ions is

implied by the use of zero covariaruce terms relating observations

of one image point to the next . Section 4 . 6 . 4  shall describe an

algor ithm for handling serial ly correlated data which violates

this basic assumption of observational indep endence .

As described in Section 4 . 6 . 1 . 1 . 2 , the image measurements

are not the only source of observational da ta to be considered in

a photogrammetric  ad jus tmen t .  Since parameters are considered as

observable quanti t ies , they also have associated with them an

apriori  u n c e r t a i n t y .  These apriori accuracy esitimates are handled

exactly the same as those described above for the image points .

4.6.1.2 Anomalous Distortion Error Model

It has been demonstrated by Brown , 19 68 , that a f t e r

compensa t ing  for calibrated radial and decentering distortions

in aer ia l  photographs , there remain systematic  pa t t e rns  to thzi

image measurement residuals after a least squares adjustment .

This pattern is often not readily apparent when looking at the

res iduals on a sing le photograph , but it does become very apparent

when the residuals for a large number of cuhotographs are clotted

on a s ingle  f rame . The exact  source of these sys temat ic  errors

has not been identified , however, one can assume that the primary

contributors are platten unflatness and uncompensatecl film defor-

mation. An approach to modelinc this systematic error is throuoh

the use of general polynomials. Enuati.on 4.6.1—4 states that the

true value of an image coordinate is equal to the c ; l ’ s em v a t  ion nius

a random residual ui  us us error m n - t I 1’ 1 5unct ion c~~.
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To model anomalous d i s to r t ion  we may d e f i n e  g as f o l l o w s :

a~ +a 1x + a2y + a 3xy + a
4x

2 
+ a5y

2 
+

gy b0
+ b1x b 2y + b 3

xy + b
4x

2 
-p- b

5y
2 

+

4.6.1—44

The a ’ s and b ’ s are the parameters .  The number of parameters

required wi l l  depend on the order of the pol y n o m i a l  emoloyed.

The example described by Brown in 1968 indicated that a fifth

order polynomial was the upper limit.

Instead of the polynomial  approach out ~ned above

it may be des irable to de fine the error model fu nction as a

general two dimensional Fourier series.

As described by Brown 1974 , a model of platten

unflat:ness could also be included in the general adjustment by

defining g as follows ;

x 2 2 3 2 2 3= ~~(c~ x +c 2xy+c 3
y + c4w +c5

x y+c6xy +c7y )

y 2 2 3 2 2 3
= c1x +c 2xY+c 3Y +c 4

x +c
5x y+c6xy +c7 

)

4 . 6 . 1 — 4 5

In this case the polynomial (with parameters c11 c2 
) models

the unflatness of the platten. Aqain a Fourier series could he

used in  t he  place of t he  pol y n o m i a l .

4 . 6 . 1 . 3  (‘, . P .S .  P o s i t i o n i n g  M odel .

As descr ibed in S e c t i o n  4 . 1 t h e  C loha l  P o s i t i o n i n g

sys tem i n s t r u m e n t a t i o n  can be mounted on a i m c - r a f t  to  u ’ m o v i t l i -

-72-
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- - aircraft positioning at specific time intervals. The current

e x p e c t a t i o n s  are t h a t  t h i s  p o s i t i o n in g  da ta  w i l l  have an ap r io r i

uncertainty of 8 meters horizontally and 10 meters vertically.

This level of accuracy will not appreciabl y increase the accuracy

of photogrammetric triangulations. However , it will reduce the

time for performing an adjustment, because it provides better

initial approximations and has many editing benefits.

These accuracy estimates are relative to an absolute

reference system and a majority of the error budget is contributed

by uncertainties in the orbital ephemeris of the GPS sat elli t- n - .

Since the same satellite configuration will be trn-c ”i, -~~ by t h e

GPS receiver for a period ~~~f time, these orbi t al uncertainties

will be common to a large number of photographs. For ourposes

of this discussion , assume that the same sat s1li~ - t m i 1 -k e d  f o r

all photographs in the block. The exposure station coordinates

can then be represented by the followinq matrix n-;li.utions:

X~~ 
= X~ + V.~ + g (P) 4.6.1-46

where the observat ion  x? is the C,PS observed position at the

t ime of exposing the i—th photograph . The error model function

g ( P )  w i l l  model the s y s t e m a t i c  d i f f e r en c e s  between the  GPS position

and the photogrammetnically determined position. The e xa c t  form of

this function can only be determined after experimental data

has been col lected , howeve r , i t  is r ea s o n a b l e  t c -  ex l Iu - ct  t h at  ,i

low o r d e r  p o l y n o m i a l  f o r  each  componen t  w i l l  1’ ’  a c l e l T u a t e .

—73—
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The assumption of using the same s a t e l l i t e

constellation throughout an entire photographic mission is

probably not reasonable. This can be accommodated in a basic

model by a defined series of error model functions (g), one

for each constellation selected. The specific function to be

applied for  an y given photograph will be determined by the time - -

interval over which  the constellation was tracked and the time .

-i
of the exposure . This can be thought of as reinitiali-zina the

error model whenever the GPS receiver chanqes constellations .

4.6.1.4 Statoscope- Observations

The Statoscope is a device which measures differential

changes in elevation of- an aircraft in fliqht . This instrument

can be keyed to the ae r ia l  camera so that height dif f- ’rences

are recorded at each exposure station . The absolute accuracy

of these d i f f e r e n c e s  depends to a large extent on the barometric H

c h a r a c t e r i s t i c s  of the a tmosp he r e . Ass ume t h a t  an a i r c r a f t  i s  -
-

f l y i n g  a t  a c o n s t a n t  e le va t i o n  hu t  t h a t  t he  i t , u r o m e t  n c  u - r e s s u m , ’

is chanqing along the flight ni th . The ;-; t . - u t u ’ n - - o u ’e  w o u l d  m e s o m i

this as a chanqe in aircraft height. In ni - i l f y ,  I~~~~- out ‘lit O~

the stato~~-ope is a f u n c t  ion of b a r o m e t r i c  n - s ; ; c u r u -  n - h — u -u ’s u r ud

u i r c r u l  t altitude chanoes. It i s  r e a s o n .u i t l e  to u n - i -: i u u p u -  I l;.u t I he

contribution from changing barometric n - c l r f u L - u -n i - u ;; ia’ model -mi

using - ì  low omc . iu ~ r no l y n o m i a l  ( p r l u l -ta i i ly  an o t n - u ’  t I a nun - ,IISI u di i f t

Im-rm) . Thin c,uu; hi- included i n t o  16 - - ,tv -r ,ii l t; - li -un - u - by H i t  m m c i  - 

-

the erro r m n - h - i  f ; i u n - -~ iou; for I l i t ’ , -u-: u t n - ; - c i l m - -  s t a l i n - i t  - u n - - n I l i i t ’ ’ ] y .  -
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4.6.2 Constraints

During the Data Acauisition , Reduction and Block Adjust-

ment Phases , additional parameters relevant to object space param-

eters may be made available throuqh auxiliary data. Such data may

infer specific tolerances to which we may wish to constrain or

enforce relative point parameters. This section defines the develop—

merit of algorithms for the inclusion of such constraints into the

normal equations. This will result in a stronger solution while

at the same time maintaining the block diagonal inteanit’,’ of the

required portions of the coefficient matrix.

4.6.2.1 Distance Constraint

The distance constraint allows one t s  e n f o r c e  a qivc ’;;

tolerance on the chord distance bu~t w ’en two surface noints . As

an examp le let  the  USR c o o r d i na t e s  of the  f i r s t  p o in t  bu - mt - I - r u -s t - il l e l

by (X 1, Y 1, Z 1 ) and the second ooint by 1X 2, Y 2 , z 2 ) .  Th us t h e

d i s t ance  c o n s t r a i n t  ma ’-  he r epre sen ted  by ;

- /~ 2 - 2~~~~~~~~~~~— 
~ ( -~~—X 1) -f (Y1

-\
2) + (Z

1—Z
2

) ( 4 J - . 2 . 1- l b

Let us now l u - f  inn tt ;e n - u  rt i al tb -ri val i ‘‘u’ s of this const m l  i nt

w i t h  respect  I t ’  I h - - USR coordinat -s ci t I I i ’  s u r f a c e  u t t t j f l t  s uch

ti - u I

-v u~ ’I I ? —
= A - - -  - —

u (X \~ 7 
d 

~~ y ’ 7  ) (-iJ.2. ] - 1)
1’ 1 1  ~- -‘ ‘  2’ 2

in which ,

— 

:-
~~

—
~ x , Y

1
— Y , 2

1
_ ’7 

A
d 

- 
‘ J

~~~~~~ (- .u - ..’.l_ ~ )H 1 2 C -  - i i i  -

— 7 5—

0~~~~~~~~~



We n~ y now derive the observational eqi’aHion for distance constraints.

First of all let us define:

l v

= -— —r~~0r , (‘.6.2.1—4 )
~~ ~ (X

1
,Y 1 , - - ~~b 2

- u  
- 

00
— v  -d 12 H 12

in which v0 are observed paran~ tcrs arid °° are anproxima ted pararrr’ters .
d 12

Thus the observational equat ions arc;

= 15 A + iS — ~~
‘ (4 .6 .2. 1—5 )

d c1 1 c2 2

which n~ y be written

= — ~~ ‘ (4 .6 .2. 1— ( ’ )

L~t us now assure a typical set of nornal equations of the fonti

A = N 1
c (4J- .2.l-7a)

which may be expressed through partitioning by;

~
= (4 . 6 .2 . 1-  T i )

~T ~~~~~
-

where ~ ~ my he of the foro ~~, 
N 

~nd N may he of the foro
N N

‘lb introduce the i i i  ;;t au;c ’ - constraint  I et us n-i) I V - ’ for ‘ rind C from

c~juation (4.6.2.1— 7a) in I t t  l , t u u ; u  t , f .

N Ft Wit

= ~T ~



~~~~- 

~~~~~~~~~~~~~~~~~~ 
- - ----

~~~~~~~~~~~
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~~~

such that;

= (15T~~~I 15) i (uT w I C I) (4.6.2.1-8)

in which w ’ is the corresçonding constraint weight matrix and equation

(4 .6 .2 .1—8 ) is the equation to be introduced into equation (4.6.2.1- 7b) ,and

results in:

-~ N N c 
(A ~ 1_ O )

-
~ ~T (.T I .) 

+ N ( uT I) + 
- -

As iistance constraints nay be applied to any corutination of paints, the

constraint matrix may have elerents located in an” pasition, thus Host ro~’ in-n

the b1ctc~’ diacionality of the N matrix. In order to maintain the c’i ’ ’ ntn-,’l it~

of the i-~ matrix, for folding and solution, these constraints must h~ - 151 mn~lijc-c - cI

via an alternative rethod. Let us introduce rv~ r~dclitional set o~ n - n -

parareters tt t  such that equation (4.6.2.1-9) becomes

= i ~J i~~ o 
-l

~~-
=

-~~~~~-~~~~

, 

c_
= 0 ~~~~ 

—l (4.6.2.1-10)

Fquati on (4.6.2.1—10) may now be in-- nuclei 0 as fol  b y’s in lu cin i - t o  i~c ’t u _ u i ; ;  l h  -

structure of equation ( 4 . 6 .2 . l — 7 b ) :

F f’i -~1 ~
~~ 

~O ~~~ ~~— ( 4 . 1 .2 . 1_ l i )

L~ ~~ 
•T

— 7 7 —
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Thus~ the constraint effects are placed into the berder of the banded-

herdered system and the banded integrity of the N matrix is retained .

4.6.2 .2  Azimuth Constraint

Another type of constraint which one may wish to apply to

ground paint data is the Azimuth Constraint . Such a constraint sta tes

that the angle between a line frc~ the first point (X
1 
,Y1, Z1

) to a

reference (eq. True r~~rth) and a line from the first paint (X . , ‘A 1, Z 1 )

to a second paint (X2,Y2Z2) is held to a given tolerance . This azir uuth

constraint nay be represented by;

2 

= T1~1~~~

’

iç_~~~~
) 

(4. ( . 2 . 2- - ’ 1

The partial derivatives of th is  constraint mn-v now tx ’ defined with nL ’s ç k- ’t

to the USR coordinates of the surface paints such that;

- 
a12 A — 4i~~~ __~

__ (4.6.2.2—2)a -(~ 2,5 2,Z2
)

in which ;

005 - . c05 V
A 

( 

)~~

_ ‘ (x 1 - X )~~ 
‘ 

0)
(-b .u .2.2-I)

The obsc-r~’- ut i~~’u i ~ u I eh r~~u ;t ;; (u , ;i  
- 

, u ) j O  - un-I i t ; —  (-I .2.1—11 ) - -
~ ii -

~l 2

he - j u l l i f t 1  with rei;ç~ -u ’t U- I l l , - - un-iniuth t ’ouu;;l ’- ; f l t c - t i i - l u - u : .  l- ’c i 1 h t ~ s i n n  l i i

iulv nt iu ’,ul , y u - l n - i~ ii - ui t u u - ; t u - -s - n - t ’ - t  in -,;ui u I t in:; (1 . l, .2 . ’ ~;) ‘ :n u n - u t ,h

(4. 1 .2.1—Il; it ‘- i t t  . : ; t i t ’~ i ;  l H c u t h e  u: - i ; ’ u t ; I t  - t t i i : l :  c i i i  u i ; ; ’  U pI~it ’ei l

i ru I i i - : . . - - ;- 
- ,  - t - ;it ; - us - -  - I t  I t ,  l i t )  - I i i  - -t I u i  ‘I ui-

— / 1 —   
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4 . 6 . 2 . 3  Elevat ion Const ra in t

One additional constraint which may be app lied to

ground points is the ejevatioru constraint wherein the elevation

dif ference between two points is maintained to a desired tolerance .

Let us assume a first point with geo-qraphic coordinates (u~u 1, A 1, h1)

and USR coordinates (X11 Y1,Z1) and a second point with geogr aph i c

coordinates (4 2,X 2,h2)and USR coordinates (x21 Y2,Z2). The equal

elevation constraint between these two points may be represented

by;

— h (4.6.2.3—1)
V
h 

— h1 
— 

2

Again w ’ define the partial derivatives of this constraint with

respect to the IJSR coordinates to obtain;

,

~~~ = (cos~ 1 cos A 1 cos~ 1 
sin\ 1 ~~~~~~ 

(4.6.2.3-2)

- -= -- (cos~~ cos \
2 , cos~~ sin

1
2 , sin~2

)

Again , the observational elements (u , u , t ’ )  n -re d e f i n e d  in
c
~~ 

c~

equation (4.6 .2.1—4) with respect to the eq u a l  el ev a t i o n  c o n m , t m , i i n t

n - u  r m et ,’ r-n. S m u  l a r l ”  t he d e v e l opm en t  m u - t t m , - s e n t  oH i it ‘-‘l i i t ions

( - l . 6 .2 . 1 — ’~) t h r o u g h  -1 .1 .2.1— 11) is ~‘oliowed tc’ l u i , i C t ’ t h e s e  en-u ;-

st r u u ; ; t  :; in t b ’  l;omc 1 u ’r ctructure u ; ; - t u ; a i n  u ’ ; ii u ’ I u n  the i n t u - ’ u r i t  S

of the mn -I m i t : .

— 7 ’ i—
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4.6.2. 4 Geometric C o n s t r a i n t s

As i d e n t i f i e d  in Section 4.4.3,a valuable source

of informa tion on aer ia l photographs is the geometric constraints

imposed by the imaqery . There are two basic approaches to th i s

problem . The f i r s t  is the employment of identified object space

points arid constraining them to lie along specific mathematical

surfaces. This is the approach used by Greve et.al. 1976 and

Brown e t . al .  1971.

The second approach to include Oeometric constraints

is based upon a technique developed by Brown , 1967 called

s. - . The technioue was developed for

precise geodetic positioninq using ballistic cameras trackina

a s a t e l l i t e .

The basic concept is illustrated in Figure ~.6. 2-1.

Three b a l l i s t i c  rarr c ’ras (1 , 2 , 3) a re  v iewing  a s in gl e  s a t e l l i te

pass (c)  . On each photocirap h a number  of p o i n t s  are measured

along the trace . The same point is not necessarily measured on

multiple photographs. All of the ooints n iea su recl  on ru p h o t c ’ t ; m - u i t h

genera te  a ruled surface illustrated by S1,S2, and 53 in the

figure . These three surfaces must intersect along the a c t u u l

t r a j e c t o r y  of the  s a t e l l i t e  ( c ) .  In  t h i s  a op l i c a t ion , t h e

o r i e n t a t i o n  of each ph o t ogr ap h  wan- known by stc’i I n -i u — h i d  i on

and i t  was ass uu ur t -- i l  t h a t  two of the sI a t  i ons  wer e  a t  k now n  I n - c u t  1 ‘115

with the only unknowns l u ’ ) ;i ’;  t h u  e~~u’t’sure St ,u t  i o n  y i n - r i ;  n a t  S

of the third - ; t - u I u o n .

.3 )_
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S

FIGURE 4.6.2-1

Illustrating Basic Principles of Method of Continuous
Traces .
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Brown demonstrated that a single arc was theoretically sufficient

fo r  complete de te rmina t ion  of the point , however , this arc was

only theoretical and not practical. However, if multiple

satellite passes were observed from a c;iven station , then, the three

dimensional coordinates could be determined. The solution developed

a d d i t i o n a l  s t r e n q t h , as one would exp ect , when o r b i t a l  c o n s t r a i n t s

were applied to the curve C.

The idea of using the continuous trace concept for

modeling geometric constraints in aerial photogrammetry is very

attractive . The overall technique can best be understood by

considering a simple case — namely a straight line in object

space. Assume that this line is imaged on two photographs.

Further assume that a series of measurements are made along thy

line on both photographs. In theory the line should h e strai pli t

on both pho tog raphs .  The measurement s  along  t he  l i ne  on one

ph o t o g r a p h  and the  exposure  s t a t i o n  d e f i n e  a p l a n e  in space  w h i c h

must contain the object space line. Since two such-. p lanu’s art ’

generated , one for eac h photog raph , then their intersection

will be the line in o b j e c t  space. A s s u m i n g  that no other in ln - r-

mat ion is available , t in- - i u ; t c ’ r n - -t I S of t hi s ii ;;i - e u  u ; un - ’ I 1’,-

determined but its slope s can l’s. In f , i c ~ t , the  i n t c - r s i - c t  111, 1

p l a n e s  w i l l  c o n t r i b u t e  d i r e c t l y  to I i n - ’  d e t e m m i n i t  ion  o~ e um, -u I

a t  t i t  u d u -  b u t  no t  p o s i t i o n .  The acId it i t ’u ;, u I fact t h i t  sI rn-i q itI

objec t  s~ ’a cu  - l ines  s h ou l d  he n - I n-.i i ciht image spuc u - 1 i uti ~ s v i  11 ,u I SO

stru’ n:t c - u i  th e r (’covu-r’,’ of Sn- fl u - n- ’ I t i -  - ‘ u i  i l - I tt 1~~- i -  o r  ‘ r u t t u  n - t n - I - - i

- rrn s ci us - -n - -: s -~l in ~~ ‘c ’t j - n; 4 . (, . I

-82-
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Th e con cept of intersecting ru led sur faces  ca n be

expanded to include not only planes but generalized surfaces.

Th e advan tage of the ruled surface  concept ove r

those heretofore imp lemented , lies in the ability to measure any

number of points along an image on an individual photoqraph with-

out transferring specific points to overlapoina photographs.

Further advantages of this type of constraint may be

realized through the use of slope data derived from an inertial

surveying system such as PADS .

This type solution would also make better use of the

available imagery on a photograph than is done by the classical

point triangulation techniques.

4 . 6 . 2 . 5  Sp line  C o n s t r a i n t s

The use of spline functions in photogrammetric

triangulation to represent error model functions is very

desirable in that a number of low order polynomials can be used

to represent a highly erratic function. This is accomplished by

forcing the polynomials to be continuous at the end ut — m t and

to have equal first derivatives at the end points.

This type of function is potentially very useful

in modeling the actual movement of an aircra ft as a function of

t i me . This type of constraint is an alternative method for

incorporating the GPS data. Section 4.6.1 described a u’n--thod

whereby the CPS position i t  t h e  time of ‘ ‘i t ~h 
, - x ; ’u ’ s u r u ’  could hr

included by modelin g the different - u ’ t n - - t i - u ’ ’ u i  I h’

— 8 1 —  
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GPS position and the photocirammetrically derived position with a

polynomial .  In this  section a orocedure shal l  he ou t l ined  whereby

the actual motion of the aircraft can be modeled .

This can best be explained b” considering a sing le

strip of photography . The time for acquiring this strip will

start at and continue until time This time interval will

be divided in to k segments wi th end poin ts and cen ter points as

i l lus t ra ted  below .

i i

~2 
~ 2 ~ 3 ~ t t 5 

~ 5 ~6 t 6

FIGU u1E 4 6,2-2

A series of third order polynomials will be used to

represent the position of the aircraft dun n’s each time span

1, 2 , 3 . . . k ) . The m i dp o i n t  of each t i m e  span

is t~ ( - ; -‘l , 2 . . . k )  . For each t ime span  the re  w i l l  it o  thre e pol y n o m i a l s

(One for each coo rd ina t e  d i r e c t i o n) . For the  X coordin ate the

following famil y of polynomials will be used .

- - 8 4 —
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s~~~(t) = a~~1 + a~~2 (t - t 1)+ a ~~3 ( t_ t 1) 2 +a~~4
( t_ t

1
) 3 ;t 0~~t<~~i

s~~~(t) = + a~ 2 
(t-t 2

)+a~ 3 (t-t 2
)2+a~ 4

(t-t 2)
3
; ~1

<t<~~

s~
°
(t) = a~~1 + a~ 2 (t-t 3

)+a~ 3 
(t-t3

)2+a~ 4 
(t_t

3
)3;~~2

<t<t 3

4.6.2.5—1

X (t) = a~~1 + a~ 2
(t-t k

) + a
~ 3

(t_t
k
)2 + a

~~~
(t -

~~k ) ;  t k_ l~~~
< t k

In order to insure that the model is not discontinuous at the

end points we shall enforce the constraints that the function

S and S must  have the same value at the  common end point.Further ,

the aircraft velocity must be the same at that end point. These

two constraints can be specified as:

End point continuity

~l ~
1 i~ ~2 

(t1)

s2 ~~~~ 
= ~ 3 

(t 2 ) 4 . 6 . 2 . 5 — 2

5k- l  ~~ k- l)~~~k N h l )

—8~ — 
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~~~
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Velocity COf l tinu it y
Si ~~~ 

= s 2

~ 2 ~~~~ 
S 3 (t a )

4.6.2 .5-3

Sk l (tk l ) = 5k (t k l
)

where

S~ denotes the t -th polynomia l  in any of the
- coordinate d i rec t ions  (X e , y C

, zc)

denotes the time derivative of the Q -th
- polynomial in any of the coordinate directions

‘the process of enforcing equality of h i t i he r  order  t ime  d e r i va t i v e s

could also included if  r egu i red .  Howeve r , fo r our  !c l l r l t o ses

the equal  ve loc i ty  c o n s t r a i n t  at the  end p o i n t s  should  be

adequate . In  g e n e r a l  te rms the c-th polynomial can l t~- n - - n I t - n

as

~~ 21 +a 12 (t-t )+a 93 (t-t 1 )
2 +a 4 (t-t 9 )

3
,

S ( t)) ~~~~~~~~~~

t = Q — l~~ - t 4 t

2

0 elsewhere . 4.1 .2.5 - -h
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This equation is substituted directly into equation 4.6.1— 1 for

the vector X~~. This  r e s u l t s  in the  b a n - i c  f u n c t i o n a l  fo rm of

our c o l i ne a r i t y  equa t ions  be ing :

~ ~~T C
Lx~~~ Y J i i  

= f ( S ( t . )  , - i t . ,  X. ; c) 4.6.2 .5— 5

where S r ep resen t s  the  e n t i r e  f a m i l y of pol y nomia l  f ur c c t i on s

and t
~
denotes the time of expos ing  t he  i — t h  p h o t o g r a p h .

xc xc xc
Naturally S is a function of the parameter a91 a 2 a93

a~ 4 , a~ 1 
a~ 4. The direct observations of air- : -jft

position from the GPS receive r are entered d i r e c tl y by the

observation equations of the form 4.6.1_31) where the ~‘m c tin n

xc
g(P) is replaced with the family of polynomials S where  B

is defined ~s the derivative of S with ron-n-oct to the parar;ott ’ i c i

a~ (~ = 1,2 ,3 ....k; s = 1,2 ,3 ,4; g = x~ , Y0 , zC ).

Two sets of ‘dumm y” observations ar c introduced to

facilitate the incorporation of the spline continuity constraint s .

These dummy observation equations are :

P = S 9 _ 1 ( t , _ 1 1 - S
9 (t , 1 )

= 2 , 3 k
= S . ~~~ ) — i~ ( t - ,

‘ -1 - -1 k- i  
4.6.2 .5-h

i9e are not reall y observing P on D,but becau s e  Wi ’ d~-sire t o

e n f o r c e  the c o n t i nu i t y  c o n s t r a i n t s  thes.  v a l u e s  shou ld  he ~o ro.

W- ’ w i l l  t h e r e f o r e  assi g n o l ’n -u ’r v , i t i o n s  t t ’  them n - f  n - o u t ’  u n - H  a s s i - n - u

a ve ry sma l l  a p r i o r i  a ccu racy  e s t i m a t - . T h i s  o f t  d t i \ ’ t l y e n f - - i -es

the des i r ed  condi  t ic ’ ; i n-  . Thi s  a p p r oa c h  I i ’  i it -n n -pc  u u t  i nq sp i u t i ’ s

in a le2 s I s’suares  ad i t i n - f - n -i - i t t  was clove lope d i -v ci ‘ ;un ~1e r a c n -n t  ri ,-t

:3 7- -

-~~~~~ - -



PJtD—AOs8 138 DBA SYSTEMS INC MELBOURNt FLA FIG 1’415
V STUDIES IN ADVANCED PHOTOGRAMMETRIC TRIANGULATION TECHNIQUES .CU)

MAR 77 T RIDING. S MUNDY F30602—76—C—O 172
UNCLASSIFIED RADC—TR—77—72 Nt.

H: ‘ pr:’ RI: ~

a
.• -



. - ¶ r , r  ~~~~~~~~~~~~~~~ —

for ETL on the ability to perform triangulations with Sin e

Looking Radar (DBA 1974).

The preceding paraqraohs outline the method for

introducing spline constraints into a photoqramxnetric adjustment.

The following paragraphs will use (~PS data as an example of how

these constraints could be useful.

As was discussed earlier , the C,PS receiver can be

programmed to output positional data at any desired time . In

Section 4.6.1.3 on Error Modeling, it was assumed that the receiver

was triggered by an interrupt which was qenerated by the camera

system to yield position at the time of the exposure .

An alternative to this ,is to record the GPS position

data at the highest possible frequency . This recording would be

accomplished completely independent of the photocTr.-toh~’ process.The only

requirement being that the time of each exposure also be recorded.

The GPS positional observations would be input directly

into the photogrammetric adjustment , where they would affect only

the recovery of the spline parameters. Since these spline param-

eters are included in the revised colinearity equations (Eq.4.6.2-5),

the overall affect is to constrain the photographs to lie on the

flight path defined by the continuous GPS data . If there are any

systematic discrepancies between the GPS data and the ~hotogrammetric

data , they can be compensated for by the use of the standard

error modeling techniques described in Section 4.6.1.

It is interesting to note that if one assumes equal

length spline intervals and a uniform GPS sample rate , some

‘~omputational savings can be made. This results from the fact

that the normal equation contributions for the CPS are



strictly a function of time, relative to the midpoint of the spline .

With the above assumptions , it is apoarent that the normal equations

for this set of parameters will be constant and as such can be

computed prior to the adjustment. This precomouted matrix can be

added to the photograrninetric contribution of the normal equations

during the formation algorith. This is not true of the correction

vector Cc) however. The GPS contribution must be computed for this

vector because it is a function of time and the observational dis-

crepancy vector. This principal of precomputing normal equations

has been demonstrated by DBA 1976 , in the Ofrline Orthoprinter

Software (OOPS) development. This principal has also been emoloyed

by geodesists for years in least squares reductions. Geodesists

compute normal equations once and reuse them for subsequent iterations

updating only the constant column each time . In OOPS , a set of

normal equations were set u~ and used for other data sets and

recomputed only if the result indicated it was required.

With the technique outlined above,one would precoinoute

only a portion of the normal equations and add it to the rigorously

formed photogrammetric normals.

Earlier in this section an assumption was made that w~-~

would consider only a single strip of photography . The immediate

question arises ,”why not a block of photoqraphy?” There are two

basic approaches to using splines for a block of photoqraphs .

The first alternative is the reinitialization of the spline function

for each strip, i.e. do not enforce the conti nu it- v constraints

between the last spline of strip 1 and the first spline of strip 2,

and do not use the GPS data for the time elapsed between strip I

and 2.



The second alternative is to carry the spline functions

around from one strip to the next. Obviously, there will be no

photogrammetric data available between the end of strip 1 and

the beginning of strip 2, however , the continuous GPS observations

should be sufficient to derive the required parameters.

This discussion of the use of splines to model GPS

data is only one possible application of splines in a photogranunetric

type reduction . Two additional areas which could effectively use

this type of modeling are; (1) the use of inertial surveying control

information and (2) in conjunction with the geometric constraints

described in Section 4.6.2.4.

— 90—
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4.6.3 Banded-Bordered Structure

The banded-bordered structure of the photogrammetric

normal equation coefficient matrix is a developmental outgrowth

of the strictly banded coefficient matrix. This development of

a banded-bordered system was necessary to accommodate various

classes of parameters previously not considered or parameters

which would detract from the purely banded structure of the N or

N portions of the coefficient matrix. Classes of parameters are

generally considered as those parameters relating to a specific

group of observations. For example: GPS Data , as previously

descibed , may be common to all photos in the block (Error Model

Parameters, Section 4.6.1.3) or may be common to portions of

strips or the entire strips (Splino Formation , Section 4.6.2.5).

Miscellaneous parameters pertaininq to certain sets of observations

(i.e. Equal Elevation Constraints , Section 4.6.2.3) may also be

placed in the border. Such information would normally detract

from the banded structure of the N matrix by forming off-diagonal

terms. With the subsequent development of recursive partitioning

for solving banded-bordered systems , the maintenance of a minimur~

bandwidth is essential. Thus , it may be realized that a border

will permit the handlinq of more varied data than previously used

for the normal equation solution .

Throughout this section , examples of the banded-bordered

structure will be presented utilizing algorithms previously developed

for GPS Auxiliary Data (Sections 4.6.1 and 4.6.2). Subsection 4.6.3.1

will consider the GPS Error Modeling information as auxiliary data ,

whereas , Sections 4.6.3.2 (Structured Border) and 4.6.3.3 (Double

Fold Solution Algorithms) will consider the GPS spline information

—91—
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as auxiliary data.

4.6.3.1 General Formulation of Banded-Bordered Normal Equations

In the formt~
i.ation of a banded-bordered system , the

in itial geometric relationships between parameters are represented

by analyt ica l  projection of arbitrary three-dimensional , object

space coordinate system into a two-dimensional image space system.

Considering the GPS Error Modelin g Al gorithms discussed in Section

4.6.1.3 , the f i n a l  projective equations expressed in matrix form

are ; 
e (4.6.3—1)

where ;

B 6 - Photo paran~ ter coefficients and correction

- Error ncdel coefficient and corrections

B 5 - Object point coefficients and corrections

From equation (4.6.3-1) the follewing total set of observational equations

i~~y be derived ;

V = E

— =~~~

(4.6.3—2)
—

v — tS =~~~

which rray be rewritten as;

v + B ~~~~~ i

where;

~~~ = ~ ; g 
~ ; 

~=F1 ;
~ =

~~ ° ° ~ I (p .6.3-3)

0-1 0 [
~
]

V 0 0 — I  C

—92-.



— 
_—__ 

.‘ . -ar~~~’n  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~ ~-~~~~mcr,.---?-fl -.-~r -.r .~~~~~ ’ ’ ——- ---- -— . —

In addition a diagonal weight matrix is forsed;

w= [\
01

L o w ]

Brc~ n (1955) has sI~~ n that the least squares solution for

the minimization of the variance is obtained when the vector 6 is defined

by a system of normal equations of the form :

6 = N 1 c (4.6.3—4)

in which ;

N = B T w B  (4.6.3-5)

-T - -c = B  W C

Substituting equation (4.6.3-3) into equations (4.6.3-5) we obtain;

N = [BT _ I o  0 w ~I w
o-i o -i ~~ o

I.. O w
LB

T O O ~~~ o - i  o
0 0 -I

N = B w B +w B w B  B w B
• °T °T 0 0 °TB w B  B w f l + w  B w B  (~ .6.~ - ’-)

“T • “T 0 “TB w B  3 w B  H w R + w

~~I n  1::~o1 [1 
- - -~~~~~~~~~ - --- -~~~ - —  -~~~~- - _ _ _ __ _ _



[.T
= B w i — w e

°T 0 0B w — w c

B w — w c

By redefinition and substitutions into equation (4.6.3-4), the normal
equations becxmt~:

1~1 F~ ~ ~~~~
-‘ 1~1= ~T ~ 18 1 (4.6.3—7)

16J ~~ N ~cJ

wherein:

N - consists of the relationships between N and 1~,

N - consists of the relationships between f~?i and I~, and
- consists of the relationships between N and ~~~.

The N , L and NT terse constitute the border structure. ~~ attempt must new
be made to solve this sizable system of equations.In an effort to reduce the
inversion effort of the larqe coefficient matrix a fold.inq operation will be

performed . This system of normal equations will firs t be partitioned and
redefined as:I ~‘i ~~

‘ i v ” j -1 i~ ’i~ — I — 

:~7—h J——— J (4.6.3—8)
[4 S J  N J [ c J

in which ; ~~‘ ; t~’ = I ~i~ ~J ; = ; 
~‘ J i ~i

8
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We shall new define the inverse of the normal equations to be ;

N 1 
= M’ = M’ I N’ —l [ii’ M’l

—T” ” I —T’ I (4.6.3—9)
N I N  [M  M’J

Since M ‘is the inverse of N by definition , we can say:

N ’ ~1’ M’ I 01 (‘ .6.3—l0)
N N M M ’ 0 I~

by conforming the required multiplication of the lef t hand side of ocuation

(..6 .3—lO) we obtain:

~;~‘ ~ + ~, 1~’T 1

i~i ’ ~4’ + N’ M’ = 0
—T’ . — ‘T 

( .5. -- .])

N M ’  + N M  = 0

~
T M, +~~~~~W = 1

from which we can solve for ~~~, 
~T M and obtain:

_ ‘m 1
= (N’ — N MN ) (4.6.3—12)

= — ~1’ 
~~ ‘ ~~~~~~ (4.6.3—13)

~—l 
.._ 1_ .r . “

~~]= N + N N M’ N N (4.6.3--i.’)

We may nc~i define auxiliary forr-r~ in an effort to condense this formulation :

let us define: Q’ - N~~ ~
‘T

(4.6.3—15)
R’ =N’ ‘~)‘

3~’ ;~~~~ituting equations 
(4.6.3—12)throuc*~ (4.6.3—14) into 

equation (4.6.3—8)

i-n- solving.we obtain :

6’ = T ’  (c ’ — N’ N 1 c) (4.6.3—l6a)

~
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or with the use of auxiliaries;

~~
‘ = !1’ (c~’ — Q ’  c)

(4 .6. 3—16b)
6 =M  c - Q - - $ ’

It should be noted that the largest inverse now required is the size of

the N ’ portion of the coefficient matrix only and not the full coefficient

matrix.

Figure 4.6.3—1 illustrates the structure ot a typical set

of normal equations generated during a photograim~ tric block adjustmant

with error nodel paranoters. Notice that in this exanpie the N suth~ trix
0

is highly patterned , hc~~ ver , the N , N and N are ca~pletely filled in.

The next Figure (4.6.3—2) illustrates the structure which results from the

first folding operation . This matrix is the A’ ’ or ?~ ‘ -N 1 (N +W) lN T

which must be inverted . It should be noted here that the border is con-

sidered catpletely filled in. This structure is typical ~] the reduced

normal equations in the orbitaUy constrained reductions LC~ A~I and PLOE~~.

Haag and Hodge, 1972 describes a nodification to the standard recursive

partitioning algorithm to acccmDdate the border. This alqor ithn requires
0 — 1~~Tthat the lower right block (N - N (N+W ) N ) be inverted and kept in core

for the solution process. This restriction can beccz~~ inpractica l when

one considers the overall potential use of the border . The next section

outlines an efficient algori tiin for solving banded-bordered structures

which have sane specialized characteristics.
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4.6.3.2 Structured Border

In order to decrease the size of the N portion of the

coefficient matrix for conventional inversion and solution , or ,

to decrease the number of elements to be stored in the border

for application of recursive nar titioning , a method of double-

folding has been developed. The algorithm for this double—

folding are presented in Section 4.6.3.3. Before double-folding

can be e f f icient ly uti l ized, the border of the coef f ic ient matr ix

mus t be structured similar  to the N and N portions . In othe r
0

words , an attempt to structure the N portion in a symmetric block

diagonal fashion must be made so that off-diaqonal elements are

eliminated. It is evident that only certain classes of param-

eters lend themselves to such structuring . In an e f f o r t to

attain a block diagonal forma tion , the auxiliary da ta must be

analyzed and the elements of the N portion i f necessary to

achieve this formation . Examples of such auxiliary data are the

GPS spline algorithms developed in Section 4.6.2.5. Utilizinq

these al gori thms and fol lowing the developmental forma t pre sented

in Equations (4.6.3—4) throuah (4.6.3—7) the system of normal equa—

tions in the form of equation (.6 .3—7) is arrived at. This

system can be double par titioned as fol lows :

~
j L~ L~I L ~I 

-l

= L~_LL L~fl L~ 
~~T ~~
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1



F

An example of this double partitioned coefficient matrix with a

structured border is shown in Figure 4.6.3-3. In addition to
0

decreasing the storage required for the N portion , one also

reduces the computational effor t requi red since only the block

diagonal form need be computed.

4.6.3.3 Double Fold Solution Algor ithms

With respect to Equation (4.6.3.8), the single folded

algorithm effectively places the influence of the N and N’ por tions

of the coeff icient matrix in to the ~1 ’ portion . Double folding
0

will not place the effects of the once folded N portion of

Equation 4.6.3—7 into the N portion.

Again the following definitions are made which refer

to Equation 4.6.3-7;

N ~ -1 M M M

(4.6.3-17)

From equations 4.6.3-9 and 4.6.3—8 is derived;

M’ .~~ ,-l 
~~~~~ 

~ ]_ l  
~ Ml

(~
T 

~
j = ~~T ~~ (4 .6.3-lC)

From equations 4.6.3-7 and 4.6.3-12 may be related the el~~~nts of equation

4.6.3—18 such that;

~~~~~~~~~~~~~~~~~ ~~~~~~~ (4 . 6.3-19)
~ ~-1 ~T ~~ - ~~ ~~1~T]
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By relating the elements in equation (4.6.3-19) to equation

(4.6.3—9) and by substituting into equations (4.6.3—12) thru

(4.6.3—14) the following is obtained;

= j~-l ~ T
) - (N - ~ ~-l ~T) ~~~ ~

-1 ~~ (NT~~ ~
_l
~T)J 

-l

M = - 
~~ (N - ~ ~-l ~T) (~ 

- ~ ~~l ~T~-l (4.6.3-20)

~ (~~~~~~ N~~~~
T)~~~ ÷ ~~~~~~~~~~~~~~~~~~~~~~~~~~~

l~(N-N ~
_1 

~~ 
~~~ 

- ~ ~-1 ~~ -l

The renam ing elements of the inverted coefficient matrix may now

be de fined by ;

~~~
‘ = (4.6.3—21)

N

and by substituting equation 4.6.3—21 and 4.6.3-18 into equation

4.6.3—13

~ ~i i~
-l 

~~~~~~~~~~~~~~~~~ 
~-l 1r i~1 (4.6.3-22)

~T f~d t~ .1 - 

t.
(MT 

~ 
+ ~?i ~ N lj 1 M ]

therefore;

~~~= -  (M N N
1 + M N N 1) 

(4.6.3-23)

~~~~~~ (MT
~~~N l +~~k I ~~N l)

Similarly, equations 4 . 6 . 3 — 2 1  and 4 . 6 .3—18 can be subs t i tu ted  int - f

equation 4.6.3—14 to obtain;

= + j~-l [~
T ~T] [~ ri 11~] ~

-l

LMT MJL~J
= + ~—1 ~T A ~ i~-1 

+ ~
-l ~T ~T ~ ~

-1 
+ ~

-l ~T ~ ~ ~-l +

~-l ~T ~3i ~ N
1 

(4.6.3-24)
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Relating elements from equations 4.6.3-20, 4.6.3-23 and 4.6.3-24

to corresponding elements in equations 4.6.3-12 throuqh 4.6.3—14

a new set of auxiliary may be defined .

= j4
~
-l ~T

~—l ~T

R = N N l NT -4~ N Q  (I! .6.3-25)

= ~ j~
-l ~T ~

~ ~-l ~T =

~~~= (~~~~R)~~ (NT~~~~
T
)

- — 00 - .— 0 —l -
R = ( N - R) ( N - R )  ( N - R ) = ( N - R) Q

By substitut ing into equations 4.6.3—20 , 4.6.3—23 and 4.6.3—24
the equations can be simplif ied to be;

A = (I~i 
- R -

0 0 ‘- — 1 0 . O T
M =  (N - R) + Q M Q

(4.6.3—26)
°TM = - M Q

= - (t1 QT + ~ ~3T)

A = - (MT QT ~ ~

= ~--1 
+ ~ 

(
~ 

- ~~-l ~
T - - ~~ ~ (Q -0
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The normal equations may now be defined as;

or

~ rA~~ c~:

~ ~~~~~ Al ~l (4.6.3-27)

~

By substituting equations (4.6.3—26) into the normal equations

(4.6.3-27) and solving , the following is obtained;

°T o T O T T
6= M ( c - Q  c - c (Q  -Q Q))

(?J — R) —l ~O 
— ~T c) — (4.6.3 28)

= ~-1 ~; - ~~ ~~
_ 

~~

The result of this second folding is that the largest
0

matrix now required for conventional inversion is the N or N

portions of the coefficient matrix. To illustrate the potential

u t i l i t y  of this algorithm , two cases of GPS data with the spline

modeling described in Section 4.6.2.5 shall be considered. The

• first case will have the splines in the border and in the second

case, the photo orientation elements will be in the border with

the splines in the t~I position .

Figure 4.6.3—3 illustrates the normal equations

• generated by a typ ical four strip block of photographs where each

stri p contains 20 photographs. The time span for each spline is

arbi trar i ly  defined as five photographs in length . The N or N

matrices are not completely illustrated but they do represent

the worst case condition .

— 1 0 3 —

- - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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The N submatrices represent the photo orientation

angles arranged by the standard cross strip numbering scheme.
0
N is the subxnatrix generated by the spline coefficients. There

are basical ly three elements to this matrix which are illustrated

by the numbers 1, 2, and 3 in the f igure . The first is the con-

tribution to the sp line parameters by the GPS data (1) in the

f i gure. Elements 2 (in the figure ) are the contribu tion to the

spline coefficients from the photoqrainmetric exterior orientation

parameters and elements. The third element (in the figure )

represents the contribution from the spline continuity constraints.

Elements 1 and 3 are those which were previously discussed for

potential precomputing of their values.

It is important to notice the hiqhly patterned structure

of the N , i~ and r~ matrices which is in contrast to the discussion
in Section 4.6.3—1.

Fi gure 4.6.3—4 illustrates the results of tne first

fo ld ing opera tion when , the N por tion is folded into the N , N N

submatrices. Notice again that inthis figure , N is still highl y
0

patterned and N has a banded structure .
0

The second foldinq (N into N) requires the inverse of
0 -

the matrices (N—R) illustrated as the lower riqht block of Fiqure

4.6.3-4. Naturall y ,  this inversion process will cause the matrix

to be completely filled , however , if one can assume that the

elements beyond the bandwidth are insignificant numerically4

then the i nverse will have the same essential structure as the

*
norma l •~q u at 1 on S  . Based on this assumution , the results of this

* This assumption may well he invalid and requires Further testinq .
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second foldinq are illustrated in Fiqure 4.6.3—5. Note that in

this f i gu re  the ma tr ix is a lso a ban ded structure wi th a very la rge

bandwid th compared to the or iginal (Figu’e ~.6.3-A ). However

recursive par tit ion ing can be employed again to solve this system

of equations.

Figure 4.6.3—6a represents the normal equations

resulting from the Case II examole , namely , the interchanqe of

the !~I and N portions of the normal eouations. The same double

folding algorithm is again emp loyed to so lve th is system of

equations . The results of this ooeration are illustrated in F’iqure

4. 6. 3—3b.

There are many add i t iona l  ways to a r r a ng e  the da ta
0

w i t h i n  the N and N matr ices  which e f f e c t  the s t r u c t u r e  of the

first folding and second foldinco . Much more analysis is needed

to determine the utility of this procedure in practice.
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4 . 6 . 4  Autoreoress ive  Model ing

In Sect ion 4 . 6 . 1  a detai led descr ip t ion  of how

var ious  sys temat ic  e r ror  models could  be d i r e c t ly in t roduced

in to  the  pho togrammet r ic  block a d j u s t m e n t  f o r m u l a t i on  were

presented.  Al l  of these orciels assur~’d that the basic observations

were independent  from one another  or were f u n c t i on a l l y r e l a t e d .

There is another  c lass  of observat ions  which  are occas ional l y

ava i lab le  for  the p h o t ogr a m met r ic  problem.  These are obse rva t ions

which  are s e r i al l y cor re la ted .  The technique employed in SAGA ,

(Brown & Tro tter , 1969) called Autoreqressive Feedback for

i nc lud ing  se r i a l ly  corre la ted ranqe obscrv -itions can also be

employed in the photogrammetric block adjustment.

This  technique  is p a r t i c u l ar l y  well  sui ted for

observat ions  which  are t ime dependent and occur at  a very  h iqh

f requency  such as the GPS pos i t ional  data  discussed in  Section 4 .3 . 1

or the i ne r t i a l  survey data described in Sect ion 4 . 4 . 2 .

The fo l l owing  sect ions present  the basic  m a t h e m a t i c a l

development  of the  au torcqress ive  feedback  t echn ique  w i t h  emphas i s

on the GPS type o b s e r v a t i o n s .

4 . 6 . 4 1 The Au to reo res s ive  Model

A s t a t i o n a r y  sequence of seri~~llv  c o r r e l a t e d  e r ro r s

~~~ ~l l ’  ~1-2’” is governed by an a u t o r eg r e s s i v e  process in

which

£ 1 ~i 1~~1 
+ O~~~

) 1-2 + + 1 p i-~ ~
4 . 6 .  4- 1

where ~~s are constant coefficients and 
is a random impulse

of zero mean and v a r ian c e  o . A c c o r d in g  to t h i s  r~~ , the

i th error  in the  s e q u e n c e  i s  qei~~~~ 0 f  ed os a fix d l i n e a r
-110-
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(1

combination with a superimposed , strictly random impulse. The

process indicated in equation (4.6.4—1) is said to be the of pth

order because p coefficients are involved in its description .

Specific examples of the character of errors generated by various

first order autoregressive processes are to be found in Brown , Bush ,

Sibol (1963). DBA ’s past experience with autoregressive feedback

on systems similar to GPS indicates that a low order process is

probably sufficient to model the serial correlation in GPS data.

4.6.4.2 Inverse Covariance Matrix of Autoregressive Process

As nointed out in earlier work , the practical

utility of the autoregressive process in the adjustment of

observations stems from the fact that , for a g iven set of auto-

regressive coefficients (which , can be estimated from the

observations) , the inverse of the covariance matrix of the 
4

observations can be computed analyticall y. Equally important ,

the inverse is a multidiaaonal matrix , in which

the number of diagonals are equal to 2p+l for a process of the

p—th order. In Brown , Bush , Sibo l (1964), it was demonstrated

that the basic result of this effect (derived oriqinally hr

Wise , 1955) could be put into a more convenient form . Namely ,

i f  denotes  the  co v a r i a n c e  m a t r i x  of an a u t o r e- ir e s s i v e  ~r cess

governed by c o e f fi c i e n t s  -~~~~ , o~~~, . . .,  , then ~ 1 ca n be e x p r e ss ed

as the  f o l l o w i n o  p r o d u c t  of lower  and uppe r tri a n q u l at - o r m atrices-~

— 1 1 1 —
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— 1 0 0 0 ... 0 -~ ~Y1 a2 a3 ...
a1 —1 0 0 ... 0 0 -1 a1 a2 ... &n_2

a2 a1 -~ 0 ... 0 0 0 -1 a1 ...
cr2 A

a2 a1 1 ~~~~ 0 0 0 0 -1 ••~~

a~~ 2 ~ !fl_3 a~...4 ,.. -1 0 0 0 0 ... —~

4.6.4—2

in which a~~’O for n > p .  I f  th is  resu l t  is applied , for  ins tance ,

to a third order process involving coefficients 0
l~~~~

0
2 5 4 0

3~~ 
one

f inds , upon perfo rming the above ma tr ix  mul t i plica tion that A 1

assumes the form

~~~~~~~~~~~~ 0 0 0 ...0 0 0 0

b..na,~~h_:c +?‘~ O 0 Q ... 0 0 0 0

c d \0 0 ... 0 0 0 0

d c b a b c d\0 ... 0 0 0 0

a b a b c >~... 0 0 0 0

o 0\d c b a b c ..\O 0 0 0

—~ O 0 ~~~’~~~~c b a

0 0 0 0 \d c b a ... 0 0\0 0

0 0 0 0 0 ó”O 0 •••a c ci
0 0 0 0 0 0 O \0 4. . .  b o—i i~

_i c..a
o 0 0 0 0 0 0 0\...

o 0 0 0 0 0 0 0 ~~~ c~)i~ 

—1J 2—

4 . . 4 — 3
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in w h i c h ;

a~~ 1 + a ~~ +a? +~~~
2 

°-i = ~~+a ~
2 + c 4  0_2 =~~1 + a ~ O.3 1

b r- —a1 + a2 + a2 &3 b_1 = + a1 ~
‘2 b_2 = -a1

C - ~~~~~ Y
2 

+ (Y2 C4’3 C...
1 

- -a2
d = - C ~

4 . 6 . 4 — 4 .

This  i l l u s t r a t i o n  is s u f f i c i e n t ly genera l  to demonst ra te  tha t

c e r t a i n  propert ies  of the inverse are of p ivo ta l  importance to

I-he concept of autoregress ive  feedbacks . The p roper t i e s  are;

(1) the inverse is  m u l t i - d i a g o n a l, the number of
diagonals  being equal to 7 for  p=3 (or  equal
to 2p+l in genera l ) .

( 2 )  except for  pxp submatr ices  compr i s ing  the upper
and lower corners  of the m a t r i x , the e l ement s
of each d iagonal  are cons tan t , the  number of
d i f f e r e n t  cons t an t s  be ing equal  to p ,  the order
of the process.

( 3 )  the fo rmulas  f o r  the e lements  of the m a t r i x  are
subjec t  to a s y s t e m a t i c , e a s i l y  g e n e r a l i z e d
development .

Express ions  for  second and f i r s t  order processes ca n be obta ined

from the above development  by suces s ive ly  e q u a t i n g  a
3 

and 
~2

equal  to zero in equa t ion  4 . 6 . 4 - 4

4 . 6 . 4 . 3  E s t i m a t i o n  of Au t o r e~j r e ss i ve  C o e f f i c i e n t s

Let us assume that ,hy some means one has obtained

a vector of resid-.~~ Is (v1, v2,.. .,v )  that constitutes an

es t ima te  of t h e  vector of a c t ua l e r ro r s  (~ ,~~ ,... ,~~ ) . One1 2  n
can then cienerate a set of autocorrelation coefficients pl,p~~

...

in  the usua l  m a n n e r  f rom ;

vi v 1_ .4
- 

-. 4 .6 . 4 — 5
v.i

—11 3—
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The autoregressive function can now be written in terms of

residuals,

V t a 1 vt_ i -t 
~~~ 

V 1 2  + . ~~~~ 
~~ 

V~ + I ? i  4.6.4—6

and this can be roqard~~- as defininq a set of observational equations

involving the autoregressive coefficients as parameters. The

least squares ad justmen t tech ni que can be employed to genera te

a system of normal equations for the determination of the o ’ S .

These turn out to assume the form;

• - 

~~~~1 ~~~1

~ 
p1 p2 p3 ... P p a1

p1 i~ p1 P 2 .~~~ 
p
~ _1 a2

~2 P 1 1 P 1 ... Pp—2 ~ 3 P3
p3 

p2 p1 •.. pp 3  a4 -1 .6.4— 7

Pp P~~1 P~~2 P~_3 ... 1 a

In practice , it is desirable to e s t ab l i sh  the autoregress ive

process of lowest order which satisfactorily nodels the observed

process. This can be accomplished by beginning with a first

order process wh ich , from equation 4.6.4-7 would lead to the

estima te

0’I = P~ . 4.6.4—8 4

—114—
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Using this estimate of the secondary residual ri
~ 

can be

computed as:

= — . 4.6.4—9

If these secondary residuals turn out to be serially uncorrelated ,
the first order process can be accepted as satisfactory . To

determine whether or not the ri ’s are indepe ndent , their
first order coefficient of correlation will be computed from ;

~~~
) 1 ~li-~

4.6.4—10

~~11~

The statistical signif ance of r can be tested us ing the well
known result  that  the q u a nt i t y ;

z = ~ In 4 . 6 . 4 — l i
1 —r

is approximatel y normal ly distributed with mean and variance of

—~~~ 140
— 

4.6.4-12

3 4.~~.4—l 3=

in wh ich  p is the t rue , bu t  u n k n o wn  c o r r e lat ion  c o e f f i c ie n t .
I t  fo llows  tha t , at t he  95% leve l of c on f i d e n c e , r w i l l  d i f f e r
si gnificantl y from zero only if

4 . 6 . 4 — 1 4
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If r should turn out to be significantly different from zero ,

4 then art attempt to model the system using a second order process

would be initiated. Here, according to equation 4.6.4-7, the

coefficients would be established from

f i  P~1 Fail IP I 1
4 

1 ] [a2j [~ 2j 
4.6.4-15

which has the solution

= (P~ — 
~ 

p3)/(1—p~), 4.6.4—16

= (_0~ +p ~)/(1-~~) .

The secondary residuals for the second order process are

El 
— (o ’~e~_~ + a2 E 1_ 2 ). 4.6.4—17

The serial independence of these residuals would be tested in

precisely the same manner as described above for the f i r s t order

process.

The above procedure would be repeated until a

satisfactory fit is obtained. Once a satisfactory au toregress ive

model has been established , the spectral densi ty function can

be computed analytically from the following elegant result

derived from Wise:

— 02/(_1 + o~l e
tO

+ 0542e 
20 + •..  + o’~e

’
~°)(—1 

~ ~~~~~~ (Y2c 
20~ ~~~~~~

4.6. 4— 18

where i /T and 0 assumes the discrete sample values ,

— 2ir 4ir 6s 2 ( n — I )  2n 4.6.4 l 4
0 — —~ -— , ~~~~~~~~~~ 

-
~~

-— , ..., — ,
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If t~.t denotes the time between successive points and T=nhit denotes

the total time span , 0 may be put in the form,

2 jtit 4.6.4—20
= 7T , i = l ,2,...,n

where 0~ may be said to correspond to the frequency of l/2~ Lit

cycles per second. For the first order process, equation 4.6.4-18

reduces to the following well known expression for the spectral

density function of the damped exponential autocorrelation

function.

4 . 6 . 4 — 2 1
- 2Pcos O + P2)

H 4.6.4~ 4 Refined Normal Equa tions

— 
From the foregoing, it can be seen that a successful

autoregressive analysis of residuals provides the solution to

two central problems of random error analysis : (1) the determination

of the inverse covariance matrix of the observational vector and

(2) the determination of the spectral density function of the

error process. It remains to be shown precisely how this information

• can be used in a refinement of the adjustment and what its use

entails in the way of additional complication . For this purpose

the specific case of an adjustment of a single channel of obser-

vations qoverned by a first order autoreqressive process shall be

considered . This is sufficient to demonstrate the general  princi ples

- 
• 

of the operation . Accordingly,

4 . 6 . 4 — 2 2
P c l_ 1 9~ T7~
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define a f i r s t order process in which ;

4 

0 4.6.4—23

var (q1 ) = a2 (vari once of high frequency component of noise). 4 . 6  .4—24

coy 
~~~~f

’
~~~~ I - k ~~ 

0 for all k > 0 4.6.4—25

Then it is easily shown that ;

E(c ) = 0 4.6.4—26

var(€ 1) = 02/() _ 0 2) = totd error variance, 4.6.4—27

Ic 2
c o v ( E ., E

I k
) = _

~~

__

~~
_; , 4.6.~~—28

cor (c ,E )  = 
k 

• 4 . 6 . 4 — 2 9

It follows tha t  the covariance m a t r i x  A of an n vector of e r rors

is;

1 P p 2 
•.. p~

n—i 4 .6.4—30
P 1 p ...

a2
P2 P 1 •.. p f l 2

• 1-p -

• S •. • S S
• S S

— 
pfl p fl~d pf l 2  1

—11 8—
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Now assume that the observational vector is employed in

an adjustment. The normal equations can then be expressed as;

(BT / t 1 B) & = BT A
1 

c 4 . 6 . 4—31

in which 5 denotes the vector of parametric corrections and the

matrix B and the vector c can be decomposed into

b2 E2 4.6.4—32
B . , € =

b En n

where the b’s are row vectors of order equal to that of ~ and

the c ’s are scalars. In a conventional adjustment the covariance

matrix is taken to be diagonal (0=0), and its inversion is

therefore trivial. In the present instance , however , the 
4

covariance matrix is completely filled (eq. 4.6.4—30), a fact

which introduces complications. Because A in this instance is

generated by a first order autoregressive process , the resu lts

of 4.6.4.3 may be employed to immediate ly write the f o l l o w i n g

expression for

- 1  -P  0 0

-p  1 + P 2 -P  0 ... 0 4.6.4-33

1 1 
0 — P 1 + o2 ~~ 

0

A 
~~~~~~~ 0 0 _ p  1 + P 2 ~~ 0

0

-1 1)- 
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The consequences of the patterned and regular structure of

shall now be traced through the least squares reduction. First,

note that A 1 can be decomposed as follows 
~

a2A~~ . = ( 1+P 2)I - PU - PUT 
— P ? tS 4.6.4-34

In which I is an nxn unit matrix and U and A are nxn matrices

of the form

- 0 1 0 0 . . . 0 1 0 0 . . . 0
0 0 1 0  0 0 0 0 ...0

4 

u =  0 0 0 1  ~0 0 0 0 ... 0
4 . 6 . 4 — 3 5

0 0 0 0 ... 1 0 0 0 ... 0
_ 0 0 0 0 . • . o _  _ 0 0 0 . .• 1-

N is now def ined  as the c o e f f i c i e n t  ma t r ix  of the normal equa tions ,

4 N =  B
TK~

l
B 

4

b1
= 

~~~ 
(b~ bJ •.. b

T
) 1 ( 1 + P 2)  I — PU — p~~T - p 2~~~

J 
b2

b
4 . 6 . 4 — 3 6

This expa nds to

N = ~~ ~ (1 ~f~ ) (bT b5 4 b~ b3 + . . .+ b~ bD)

-P ~~~~~~~~~~~~~~~~~~~~~

-~~ (b~~b1 ~ ~ 
h2 4 . . . +b~ b~~1

) 4.6.4-37

(b~ b1 h~ b~)1

— 
~ 4.t f l_

I - - _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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If we define ,

b~ 11— b 1 4.6.4—38

and note tha t then

bL1 b 1 = (b 1 1  Ab 1_ 1 ) = b~~5 b 1_ 1 + bL1 ~ b 1_ 5 4.6.4—39

bT b 1..1 =bT ~~ 
_ A b j i ) = b T b5 bT

Ab 4.6 .4-40

it  fol lows tha t

b~ .5 b 1 b1_ 1 = bT_ 1 b 1_ 1 + b~ b 1 4 (n~~~~ - bT) ~ b 1~~

T T 1 4.6.4—41
=b 1..2 b 1.1 -i- b1 b1 + ~ b 1.1 ~ b 1.1

When this result is substituted into 4.6.4—37 and appropriate

al gebraic mani pula t ions are performed , one obtains

N = ._!~ [ ( 1_ 2 P4 P~~)co~ b~ + b2 .. .+ b~ b )  4.6.4-42

+ P (L~bJ Ab1 + A J A b 2 4 ...~~ ~ b~~~)

+p (l-p)(bJ b~ 
4 b~ b D)1

which is the same as

4.6.4—43

N = ~ [(1-Pr BT B oA  BT 1~B p(1-p~(b~ h1 -
~ t)~

- 121-
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in which  ; b3 - b~

4.6.4—44

b~ - b~~1

In an analogous manner one obtains for the right side

of the normal equations

c = B T A
1

I 
4 . 6 . 4— 4 5

_L 
[(1~p2) B

T 
+ oA BT A E +p(1-p)(bJ €~ +b~ e~)~

in which ;
— c i

Ac 2 —

= 4.6.4—46

—

Equations 4.6.4—43 and 4.6.4—45 are the results 
4

sought. In analy z i n g  them,it is first noted that when —0 , the

normal equations reduce to the usual expression :

1 1 1 1-—-- (B t~) ó ~~— B ~ . 4.6.4—47
a 2

Next note tha t since A S and ~c are of f i rs t ord er , the

expressions ,\8T ‘B and ~R
T A c ar c of second order and one can

assert that

_______________



~ 
- - ~~~~~~~~~ - -- - —- -

B~B >>AB
T 
AS, 4.6.4—48

BT )c,A BT A€

This implies that as long as p is not too close to unity , the

normal equations will be dominated by the leading terms and

the solution vector 6 will  be only slightly dependent on the

value of p. Hence , in some situations the solution is but

weakly affected by the presence of even rather moderate serial

correlation . Be this as it may , the covariance matrix of the

solution vector is very strongly dependent on the degree of

serial correlation . Then,when B
TB dominates the normal equations ,

the covariance matrix of the parametric vector is given by

T ja / ~~~¶~O 0/ • 4.6.4—49
(1-P)2

Thus if p were actually equal to 0.9 and one were to ignore this

fact in the adjustment , the solution vector itself would probably

not be very much affected , for the factor (1-p) 2 of the leading

terms on both sides of the normal equa tions would cancel ou t

but the covariance matrix associated with the solution would be

incorrect by a factor 100 (or 11 (1—ri )2).

Because of the relat ive insensitivity of the sol ution

vector to serial correlation , the res iduals  f rom the a d j u s tment

are also relatively insensitive to serial correlation (remember

an ad jus tment restr icted to a single observa tional vector r is

considered herein) . This means that it is a sound and defensible

practice to est imate the au toregressive func t io n f rom res idu a ls
— 1 2 1 —

—--~~~ _ - - ~~~~~~~~~~
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of a preliminary adjustment in which the observationa) errors

are initially considered to be uncorrelated . The autoregressive

function thus initially determined can then be fedback into the

solution according to the development of this section and the

resulting, more nearly correct normal equations can be solved to

generate fresh residuals for a more refined autoregressive analysis.

Clearly, this process can be iterated to stability (ordinarily,

a single iteration is sufficient). Thus, autoregressive feed-

back is an adaptive process that ultimately becomes independent

of initial or apriori estimates of noise variance .

Returning to the normal equations 4.6.4-43 , 4.6.4—45 ,

it is noted that the extra computations entailed by r igorous con-

sideration of a first order autoregressive process are surpris-

ingly minor. The BTB and BTC terms ,being of s imilar  form , fol low

the same log ic . Moreover , as is clear from 4.6.4-42, the equa-

tions can be formed in a cumulative manner: the i—l st step of

which would involve only observational equations from the i-th

and 1+1st observations. Hence , the formation of the normal

equations for a first order process entails a scheme in which

a moving pair of successive observational equations are processed

at each step; s imi l a r i ly , a second order process en ta i ls a scheme

in~ hich a moving triplet of successive 
observational equations

are processed a t each step, and so on. A major benefit to be

derived from the adr’ission of an autoreoressive orocess into the

adjustment is the attainment of more rt~alistic result s from

error propagation. In particular , it would permit one to

— 1 2 4 —
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extract wha tever advan tages are to be gained from modera tely

hig h sampling rates without paying the usual oenalty of an

absurdly optimistic estimation of output accuracies.

The process out l ined here is very general in nature

and can be app lied to many types of high frequency observations.

DBA has success fu l ly  imp lemented this algorithm in our short

arc tracking reduction program ,SAGA ,for handling serially correlated

ran ging observations. The techniques could be easily adapted to

the GPS da ta wh ich, if collected at a hi qh f renuency,  could exhibit

hi gh serial correlation .
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4 . 6 . 5  Automat ic  E d i t i n g

As pointed out in  Sec t ion  2 . 7  and  3 . 7  A u t o m a t i c

Ed i t i ng  f e a t u r e s  have been inc luded  in mnay  phn t o q r a mm et r i c

t r i a n g ul a t i o n  programs . However , a l l  r e q u i r e  t h a t  a new

fo rma t ion  and s o l u t i o n  be pe r fo rmed  each t i m e  one or more

po in t s  is e i t h e r  edi ted  or r e i n s e r t e d .

A t echn ique  was developed by ~~i k h a il  and H e l m e r i r i c~ i n

1973 , whereby po in t s  could be edi ted ~nd only t h e i r  n(nt r ii-u ~

subt rac ted  or added i n t o  a set of o r n v i o u s l v  fo rn I I - -~ r~c~

equa t ions . Helmer ina ’s t e c h n i q u e  hc~s bee n e x r e r i n e r ~~a l l ’.~ t e st e d

on the TA— 3/ P i \  at  DM1~AC and was demo~-~~tr~~t~~ tu savc -~

amount  of t ime  in the red time e cl i ti n i of ~L~t ~~. floweve r , the

t echn i que has  never , to our  know le drT e , bee n app l i ed  to a n h o t o —

grammetr ic  block a d j u s t m e n t .  H e l m e r i n o ’ s Doc tor ia l  d i s s e r t a t i o n

adcqua te ly  develops the m a t h em a t i c s  for  the th ree  p hoto a l a o r i t h rr .

This development is e a s i l y  expanded to the more genera l  case

and w i l l  rot be oresen ted  h e r e i n .

A l t h o u g h  not an a u t o m a t i c  e d i t i n g  scheme , another

technique w h i c h  is not c u r r e n t ly u t i l i z e d  in pho toq ramm et r i c

t r i a n g u l a t i o n  is , i n t e r a c t i v e  e d i t i n g  via  a CRT d i s p l a y  screen .

The b a s i c  concept is to f i r s t  store the r e s u l t s  f rom a t r i a n q u -

l a t i o n  on e i t h e r  a ma q n e t i c  tape or disc f i l e .  T h i s  tape we 11U1

t h e n  be i n p u t  to an e d i t2 n q  proqram , wherebv the  ohi-~n r v 4 i t i o n a l

r e s i d ua l s  cou ld  he p lo t t ed  in  a v a r i e ty  of f o r m a t s  ‘~!uieh would

be operator seleetahie. The on e ru t o r  c o i l d  t h en  e d i t  a con-

t r~ h u t i o n  of t h i s  o h u t r v - i~ ion 
p rom t h~ nt pr 1 nni r d  0 ( 1 1 4 1  iOn

and cons’ I i i n t  c o l u m n  - l u l 4 l vp  t h , : t , r r . ‘ h .  r e s u l t  w o u l d
— 12’ —
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then be displayed for further editing .

Another automatic edi tin g technique is possible

for image measurement which is based on the pair-wise inter-

section of multiple ray points . DBA has used this technique

for manual data editing very successfully. The technique shows

tremendous potential in automatically detecting image measure-

ment errors.

The combination of the three anproaches outlined above

would result in a orocedure which would definitely increase the

overall throughput of a triannulation process.
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5.0 CONCLUSIONS AND RECOMMENDATIONS

In the introduction to this report it was stated that

the overall objective of th is repor t is an identi f i c ation of new

technology which could either increase the targeting accuracy

capabilities for the MC&G Community or to increase the overall

PhotogramJnetric Triangulation throughput. A number of specific

shortfalls in the existing triangulation process have been iden-

t i f ied , many of which are beyond the scope of th is  study to

analyze in detail .

The pr imary shor tf all iden ti f ied  herei n is t i t e

inab i l i ty  of current  techniques to exp loit al l  of the i n f o r mE ’t i o n

available for triangulation. This includes auxiliary sensor

4 
data and photographic imagery data . In general , th is  i n f o r m a t i o n

can be included into an ad jus tment  in a number of methods;  d i r ec t

observations , functional representation , error mode l ing or

statistically. The general procedure for including each of

these types of models are included herein wi th spec i f i c  examp les

of what types of information could be included with each model.

Many of these procedu res resu lt in a set of norma l equ ations wh ich

typically exhibit a banded—bordered structure . Although solutions

for this type of norma l equation systcrn have been in existonco for

ma ny year s, nc attempt has been made to develop an efficient

al gorithm which exploits the specific structure of the border

itself. An algorithm for this is developed in Section 4.6.~ of

t h i s  r e p o r t .

S ince  the  o b j e c t i v e  o ’ t h i s  report  is  to i d e n t i f y

t echno log i ‘s for futur - use , no at  t em p t  has  been p , d e  to a u a n t  j  f y
- 1 2 8 —  
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the exact benefits which one could expect to derive by implementinq

the techniques. Instead , a set of alternatives have been identified ,

many of which need much more ana lys i s  and testing before their

speci f ic  bene f i t  can be r e a l i s t i c a l ly assessed.  Lis ted  below

are areas which DBA believes worthy of futur e indepth stu dy .

1. S imula t ion  t e s t ing  of the var ious  techniques
for  incorpora t ing  GPS pos i t ion ing  data .

a. Error Modeling

b . Spl ine type fun ctiona l mod eling

c. Autoregressive feedback modeling

2.  Imp lementat ion and t es t ing  of the banded-bordered
solution algorithm .

3. Automatic  reorder ing  of the normal  e cua t i ons
w i t h  emphasis on hand l ing  the borde r.

4. Geometric cons t r a in t s  by the method of con t inuous
t races .

5. Use of Mini—computers and/or interactive systems
f o r :

a. Material availability
b. Coverage P l a n n i n g  and
c. Automatic editing .

Other techniques which are ident i f i e d  in th is repor t can he

implemented without further study. These include:

1. Distance , Azimuth and elevation constraints , ~nd

2.  Camera C a l i b r a t i o n  and film deformation models.

A s i ng l e  s t udy  cou ld  p o s s i b l y  cover the  f i r s t  ‘ t l r e e

i tems . In t ha t  d u r i n q  the GPS sp l i ne  m o d e l i nq  t c ch n i o u e  p hase

a banded—borde red  set of n o r m a l  oqu~~t i nn s can he fc’rmulat ed a i;

in Sec t ion  4 . 6 . 3 .  T h i s  syst ri could  t h e n  110 solved by us” I f

standard methods as well as the double fold techni iue . The

results could then be (‘omilired with r es p e c t  to a c c u r l ( ’y  and :UII

— 1 2 9 —
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t imes.  If the double Fold techninue is oractical , au toma tic

r e o r d e r i ng  a l g o r i t h m s  can be i n v e s t igated to m i n im i z e  the  run

time by rearrang ing the N and N elements  to m a x i m i z e  the

e f f i c i e n c y  of t he  a lg o r i t h m .

A n o t h e r  s i m u l a t i o n  t o  stud y should be undertaken

to develop and test t h  -il cinrith m For (P or n e t r i c  c o n s t r a i n t  type

modelin g usinu continuous trices . Thi s  stud y could i nc lude  a

small set of three rho ’ our i p h s  of real data  to v a l i d a t e  the

approach.

A t h i r d  a rea  r e l a t e s  d i r e c t ly to the ove ra l l

t r i a n g u l a t i o n  process t h r o u g h p u t .  Th i s  is the use of i n t e r a c t i v e

m i n i - c o m p u t e r  s t a t i o n s  for  an a l v z in o  the M a t e r i a l  A v a i l a b l e ,

Coverage P l a n n i n g  and E d i t i n g  a spec t s .  As pointed out in Sec t ions

2 and 3 , these steps are  c u r r e n t l y  p er fo rmed  m a n u a l ly  and are

very tedious and t ime  c o n s u m i n g .  ~‘~i t h  the  c u r r e n t  technoloov

and the low cost of small comoutors , there exists the potential

to g r e a t l y  reduce the t eg i u m  and t i m e  t h roug h a u t o m a t i o n .

— I JU—
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TI
MF~RIC SYSTEM

BASE UNITS:

Q~an~!y_ Unit  S lSy~~bol

leng th metre m
mass kilogram kg ..
t ime secon d
electric current ampere A
thermodynamic temperature kelv in K .

amount of su batence mole mol
luminous inten s ity candela cd

SUPPLEMENTARY UNITS:
plane angle radian rad
so lid angle steradien er

DERIVFD UNITS:
Acceleration metre per second squared . .  in/s
activity (of a radioactive source) disintegration per second tdtsintegrationYa
angu lar acceler ation radian per second squared .. red/a
angu lar velocity radian per second ... rid/s
area square metre . m
density kilogram per cubic metre ... kg/rn
electric capacitance farad F A a / V
electrica l conductance Siemens S A/V
electric field st rength volt per metre V/rn
electric inductance henry H V.a/A
electric potential difference volt V WIA
electr ic resistance ohm V/A
electr omot ive force volt V WIA
energy jo u le I N.m
entropy j oule per kelvi n - -
force newton N kg.m/s
frequency hert z Hz (cyc le)/.
it lumina nce lux lx Ins/rn
luminance candela per square metre cd/rn
luminous flux lumen Im cd .pr
magnetic fie ld strength ampere per metre - - A/rn
magnetic flux weber Wb V.a
magnetic flux density teals I Whim
magneto lnotive force ampere A
power wa it W J/s
pressure pasca l Pa N/rn
quantity o f electricity coulomb C A/s
quantity o f heat joule I N.m
radiant inten sity watt per st eradian . W/sr
spoci fic heat joule per ki log ram .ke lvin - J/k g.K
st ress pascal Pa N/rn
thermal conductivity watt p.~r metro -ke lvin .. - W/m.K
ve locity metre per second . . mIs
viscosity, dy namic pascal-second - - Pe.s
viscosity. kinem atic squar e metr e per second - rn/s
vo ltage vo lt V W/A

V volume cubic metre m
wavenum ber reciprocal metre (w av e)/rn
work jo u le N.m

SI PR~~~~~ES:

V. Mult ipl ic ation Factors l’reft a SI Symbol

1 000 00(1 000 000 = lit” I,,r u T
I (b it tu tU 000 = 10~ gigs

1 000 000=10’ mega M
1 000= 10’ kilo k

100 = 10’ hecto h
to to ’  daka di
0 1 = 1 ( r ’ deci’ d
001 1() ’ ice ti’

000 1 = 10 -’ mliii rn
11 (111(1 (1)1 10 • mic n, Is

0 000 t)00 001 = 1 0 ’  fla flO fl

0.tl00 0(Kb itO(I 001 1(1 j~1tV O
tt (100 00(t (SKI (tOO 001 V 10 ‘‘ lemto

0(1(1(1000 000 (KIt) (HIt) (101 It ) - “ alto
Ti ; be ~vnided where possible
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MISSION
of
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—

RADC plans and conducts research , explora tory and advanced
development programs in command, control, and conrnunications
(C3) activities, and in the C3 areas of infor,natior, sciences
and intelligence. The principal technical mission areas
are communications, electromagnetic guidance and control,
surveillance of ground and aerospace objects, intelligence
data collection and handling, information system technology,
ionospheric propagation, solid state sciences, microwave
physics and electronic reliability, maintainability and ‘

compatibility.
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